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Abstract 

Advances in digital technology have changed the way people interact and access 
information, including in education. One educational event that has caught the public's 
attention is Clash of Champions by Ruangguru, designed to increase young people's 
interest in learning through an interactively presented competition. The purpose of this 
study is to use posts on X social media to examine public opinion on the event. Using 
TweetHarvest, 1,891 tweets were gathered and preprocessed (cleaning, case folding, 
normalization, tokenization, stopword removal, stemming, and English translation). A 
total of 12 experimental scenarios were created by combining VADER and TextBlob 
labeling strategies with class balancing techniques (undersampling and SMOTE), and the 
LSTM and BERT models were evaluated for each scenario. The best results were 
achieved by combining VADER, SMOTE, and BERT, yielding an accuracy of 97.73%, 
with precision, recall, and F1-scores of 98%, 98%, and 96% (positive), 99% (neutral), and 
98% (negative), respectively. These findings highlight the efficacy of transformer-based 
models like BERT in addressing class imbalance and improving sentiment classification. 
The integration of SMOTE effectively mitigated class imbalance, providing consistent and 
accurate performance across all sentiment categories. 

Keywords: Clash of Champions, Sentiment Analysis, VADER, SMOTE, BERT 
 
 
1. INTRODUCTION 
 
In the era of the digital revolution, information and communication technology is 
developing rapidly, changing the way people interact and access information 
through fast and simple media, and enabling interaction between technology 
products [1]. Social media, as one of the main outcomes of digital progress, has 
become not only a means of communication but also a platform for individuals to 
express their views openly and in real-time. These platforms have become an 
important part of society's communication, changing the way experiences are 
shared, reviews are given, and public opinion is formed, even influencing behavior in 
various aspects of life [2]. 

 

https://doi.org/10.51519/journalisi.v6i2.759
https://doi.org/10.51519/journalisi.v6i4.929
http://creativecommons.org/licenses/by/4.0/


Journal of Information Systems and Informatics 
Vol. 6, No. 4, December 2024 

p-ISSN: 2656-5935 http://journal-isi.org/index.php/isi e-ISSN: 2656-4882 

 

Audi Ilham Atmaja, Maimunah, at all | 2869 

The widespread use of the internet also affects the field of education and academic 
achievement. Rapid internet access makes it easier for young people to obtain 
information and learning materials, supports independent learning, and enables 
interaction with a wider learning community [3]. Recent studies have shown that the 
high activity of internet users, including the use of smartphones in academic and 
educational activities, has a positive correlation to the improvement of academic 
skills and achievement, and has a significant impact on improving access and quality of 
education in the digital era [4]. 

One platform that optimally utilizes this technology is Ruangguru, an edutech 
platform that focuses on developing digital-based education in Indonesia. Since its 
establishment in 2014, Ruangguru has been a pioneer in providing interactive and 
high-quality online learning content, including through engaging and easy-to- 
understand animated videos, to improve the quality of education [5]. The platform has 
gained much attention for its commitment to improving access to education using 
technology. 

As a strategy to reach more users, Ruangguru launched an Edutainment Show 
called Clash of Champions (CoC), which is packed with interesting visuals and 
marketing strategies, thus becoming a new buzz in teen social media which was 
previously dominated by non-educative content. The show featured outstanding 
teenagers from domestic and foreign universities competing in logic, 
memorization, and calculation skills, and created a new hegemony for teen shows in 
Indonesia [6]. Clash of Champions also became a widely discussed topic on social 
media, encouraging users to give their opinions, responses and sentiments towards 
the show. 

The use of X as a promotional platform gives audiences direct access to express 
opinions about Clash of Champions, which can be analyzed to determine the 
perceptions, appeal, and learning interests that are expected to grow through this 
event. Sentiment analysis is an important tool to understand public opinion 
towards the show [7]. Positive, negative and neutral sentiments expressed through 
tweets can give an idea of how the show is being received by the public. 

Numerous research has shown how deep learning-based models and natural 
language processing may be used for social media sentiment analysis. Bidirectional 
Encoder Representations from Transformers (BERT) was used in a deep learning 
study to determine if tweets about the Clash of Champions event were neutral, 
bad, or favorable by Ruangguru, with the results showing the dominance of 
positive sentiments above 85% which reflects the enthusiasm of the community for 
the event [8]. On the other hand, BERT was also utilized in research related to 
sentiment analysis of 2020 Jakarta flood tweets to support emergency response 
and improve situational awareness, yielding a 79% testing accuracy [9]. 
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Furthermore, studies comparing the sentiment analysis of COVID-19-related 
tweets in Nepal using the Long Short Term Memory (LSTM), Naïve Bayes, and 
Support Vector Machine (SVM) approaches where the LSTM model recorded the 
highest accuracy of 79% [10]. 

Previous research shows that Sentiment study of COVID-19-related social media 
data using TextBlob, Valence Aware Dictionary and Sentiment Reasoner 
(VADER) yields inconsistent findings. On a collection of Arabic-translated tweets 
concerning vaccinations, the performance of TextBlob and VADER only reached 
75% and 70% accuracy, affected by limitations in detecting negation as well as the 
polarity of comparative and superlative adjectives [11]. Conversely, the 
PeduliLindungi app's public sentiment analysis showed that VADER was more 
effective than TextBlob in capturing opinions on social media, providing useful 
information for the improvement of the app [12]. 

Several studies have shown the importance of handling data imbalance in 
sentiment analysis on social media. The use of random majority under-sampling 
(RMU) method on Twitter dataset resulted in competitive accuracy and reduced 
processing time by 50%, although the accuracy was slightly lower than the method 
without resampling [13]. On the other hand, overcoming data imbalance with the 
application of the Synthetic Minority Over-sampling Technique (SMOTE) in the 
MBKM “Merdeka Belajar Kampus Merdeka” program response through social media 
successfully improved the quality of model training, with SVM achieving the highest 
accuracy of 91% [14]. 

Previous sentiment analysis methods, such as TextBlob and VADER, often 
struggle with certain linguistic challenges, including handling negations, detecting 
the nuances of comparative and superlative adjectives, and interpreting informal 
language common on social media. Furthermore, social media datasets, which are 
typically large-scale and often imbalanced in class distribution, pose additional 
challenges for achieving robust and reliable sentiment classification. Addressing 
these limitations requires advanced modeling techniques, such as transformer-
based models and effective data balancing strategies, to ensure consistent 
performance across all sentiment categories. 

Based on previous research, this study aims to compare and derive several 
methods, including TextBlob and VADER labeling methods, class balancing 
techniques using SMOTE and random undersampling, and modeling with LSTM 
and BERT on sentiment analysis performance in analyzing public opinion about 
Clash of Champions. By addressing the limitations of traditional sentiment analysis 
methods and tackling data imbalance, this study seeks to determine the most effective 
approach for sentiment classification in large-scale social media datasets, particularly in 
the context of the education and entertainment industry in Indonesia. 
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2. METHODS 

A number of steps are taken in this research approach stage which include several 
steps or processes to obtain the results and conclusions of the research conducted. 
Figure 1 presents the overall research flow: 
 

 

Figure 1. Research flow 

2.1. Data Crawling 

The initial phase of this study approach is data crawling. The data crawling process is 
obtained from platform X by using the Twitter Application Programming 
Interface (API) of Tweet Harvest which allows direct and automatic access to a 
large number of relevant tweets/comments [15]. The data crawling process 
involved extracting tweets/comments containing the keyword “clash of 
champions” and several other keyword variations related to the clash of 
champions’ event. The data crawling period used is from June 29, 2024 to August 18, 
2024, where the range of determining this period is taken from the first episode of the 
clash of champions event program starts until the final episode stage. This step is 
taken to collect representative and effective data so that the dynamics of public 
opinion will be obtained after going through many series of episodes that have 
been aired. 

2.2. Data Preprocessing 

In the next stage, data preprocessing, various steps are taken to clean and prepare the 
text data so that it is ready for further analysis. The first step is to eliminate 
unnecessary characters, such as mentions, hashtags, RTs, URLs, HTML, numbers, 
emojis, symbols, punctuation marks, new lines, and excessive spaces [16], with the aim 
of removing noise so that the text is more focused on relevant content. Next, the 
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process of case folding involves changing all of the text to lowercase for 
consistency, avoiding meaningless differences in writing [17]. Non-standard words are 
then normalized to standard form using a specialized dictionary of slang language 
[18]. After that, a tokenization process, which serves to separate sentences into 
word units or tokens, is applied for word-based analysis. Common words that don't 
have much significance are called stopwords, are removed to make the keywords 
more prominent [19], then stemming is performed to return the terms to their 
most basic form so that variations in word form do not affect the analysis results 
[20]. Finally, the text was translated into English as needed for further analysis 
[21]. These steps aim to optimize the quality of the text data so that it is more 
easily understood by the learning algorithm. 
 
2.3. Labeling 
 
The labeling stage is performed to classify text data based on sentiment using two 
main methods, namely TextBlob and VADER lexicon. First, the TextBlob 
method is applied to identify the sentiment polarity of each text. TextBlob 
provides two main analysis metrics, namely polarity and subjectivity. Positive 
numbers indicate positive emotion, negative values indicate negative sentiment, and 
values near 0 are regarded as neutral. Polarity scores range from -1 to 1 [22]. The 
second method used is the VADER lexicon which calculates sentiment scores based 
on four categories: compound, neutral, negative, and positive. For every 
paragraph, this compound score which combines positive, negative, and neutral 
scores is normalized between -1 and 1, with values above 0 denoting positive 
sentiment, values below 0 denoting negative emotion, and values below 0 denoting 
neutral sentiment [23]. 

2.4. Class Balancing 
 
The next stage is class balancing to overcome the imbalance of sentiment data that can 
affect model performance. The two methods used are without balancing and 
resampling with random undersampling and SMOTE techniques. In the no- 
balancing method, data is used according to the results of the labeling process 
from the TextBlob and VADER methods without changing the original 
distribution of data between sentiment classes. This aims to assess the model's 
performance on the data's initial distribution. Data from the majority class is used in 
the random undersampling technique is randomly removed to balance the 
number of classes with the minority class [24]. 
 
SMOTE randomly selects data from a minority class and searches for the k closest 
data within the same class to generate new samples [25]. Since SMOTE is often 
used to numerical data, vectorization is necessary to produce a numerical 
representation of each word as a feature for usage in text datasets [26]. Compared to 
the Bag of Words (BoW) method, SMOTE feature extraction utilizing the Term 
Frequency-Inverse Document Frequency (TF-IDF) technique yields higher 
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classification accuracy [27]. The TF-IDF method extracts the weight of each term in 
the text data, thus improving the learning model's performance [28]. TF-IDF 
calculation consists of two components, namely TF and IDF, each of which is 
calculated separately before being combined as shown in Equation 1 to 3. 
 

TF(t,d)= Nt
N(T,d)

         (1) 
 

TF is the frequency of occurrence of a word in a document, where 𝑡 is the term 
whose frequency is calculated, 𝑑 is the document containing the term, 𝑛𝑡 is the 
number of occurrences of term 𝑡 in document 𝑑, and 𝑁 (𝑇, 𝑑) is the total number 
of terms in document 𝑑. 
 

IDF=log D
nd

        (2) 
 
IDF measures how important a term is in the corpus, where 𝐷 is the total number 
of documents in the corpus, and 𝑛 is the number of documents containing the 
term 𝑡. 
 

TF-IDF=TF* IDF            (3) 
 
The TF-IDF value is calculated as the product of TF and IDF values. 

2.5. Split Data 

Data sharing is done in a ratio of 80:20, where 80% is used to train the model and 
20% for validation. This division prevents overfitting and ensures the model can 
generalize well. Test data is important to assess the model's ability to classify new data 
[29]. This consistent split is applied to each model scenario to ensure accurate 
evaluation and balanced comparison. 

2.6. Classification Models 

This research implements two sentiment classification models with and without 
resampling techniques. The first model, LSTM, is chosen for its effectiveness in 
handling sequential data, especially in natural language processing tasks. LSTM is a type 
of Recurrent Neural Network (RNN) that replaces the traditional RNN nodes with 
LSTM cells, allowing it to store information through three gates: input, forget, and 
output gates. This ability enables LSTM to learn long-term dependencies in the data, 
which is crucial for understanding the context of sentiment in longer sentences or 
documents [30]. 

The second model, BERT, is selected for its state-of-the-art performance in 
natural language understanding tasks, particularly in sentiment analysis. BERT is a 
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transformer-based architecture developed by Google, designed to better 
understand the context of words in a sentence by considering both the preceding 
and succeeding words in its bidirectional training. This gives BERT an edge in 
capturing complex relationships between words and sentiments. BERT was 
trained on large-scale corpora, including Wikipedia, making it particularly 
powerful in understanding the nuanced meanings and context in text. Given its 
superior performance in various NLP benchmarks, BERT was chosen to 
compare against LSTM as a modern deep learning alternative for sentiment 
analysis. The two versions of BERT, BERTBASE and BERTLARGE, differ in 
their layers and parameter size, with BERTBASE (12 layers and 110 million 
parameters) being chosen for this study due to its computational efficiency while 
still achieving excellent results on NLP tasks [31]. 

2.7. Evaluation 
 
In the evaluation stage, this research uses confusion matrix to measure the 
accuracy of the classifier. This method allows determining the accuracy, 
specificity, and sensitivity of the formed classes. Confusion Matrix is a matrix of 
size 𝑁×𝑁, where 𝑁 is the number of classes in the classification data, with the 
rows and columns of the matrix representing the actual number of classes [32]. 
The results will produce important metrics such as Precision, Recall, Accuracy, 
and F1-Score [33] which are obtained using Equations (4), (5), (6), and (7). 
 

Precision= TP
TP+FP

 x 100%                (4) 
 

Recall=	 TP
TP+FN

 x 100%                (5) 
 

Accuracy= TP+TN
TP+TN+FP+FN

 x 100%               (6) 
 

F1-Score= 2 x Precision x Recall
Precision+Recall

 x 100%               (7) 
 
The evaluation metrics of the classification models include TP (True Positive) 
which indicates a correct classification, TN (True Negative) which indicates a 
wrong classification, FP (False Positive) which indicates a correct classification 
but is actually wrong, and FN (False Negative) which indicates a wrong 
classification even though it should be correct. After calculating the evaluation 
metrics for each model, the results are compared to assess their respective 
performance and effectiveness in sentiment classification. This process aims to 
identify the most optimal method in achieving the best performance in sentiment 
analysis. 
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3. RESULTS AND DISCUSSION 

3.1 Data Crawling 

The data crawling process from X produces 1891 comment data that has been 
filtered and saved with the .csv extension so that clean data is obtained and ready to 
use. Table 1 is an example of 5 crawling data results that have been filtered and 
cleaned. 

Table 1. Data Crawling 
username full_text 
herewithm333 
 

seneng banget dengan adanya COC ini orang tua jadi 
termotivasi buat lebih perhatian sama akademik anak²nya thank 
u tim @ruangguru #ClashofChampions 
https://t.co/Emr0mAjTCX 

sadgurl1257 jujur kalo diliat dari game pertama kebanyakan matematika nya, 
dan peserta di coc yang unggul di math ya axel sama sandy, jujur 
kasian sama tim yang lain yang bukan basic di matematika.. 
kebetulan mereka juga dari berbagai jurusan kan 

sskrtyss GILAAAAA Keren bangetttttt COC big appreciation to tim 
ruangguru karena sudah memproduksi Clash of Champions. 
Jujur yah as a watcher aku termotivasi sesuai sm tujuannya 
kalian juga membentuk tim COC ini. Dan seperti apa yg 
ditayangkan diakhir the season 2 akan dinantikan 

ikramchannel9840 ngak pintar2 amat. jadi mapres karena rajin kuliah ajah. standar 
sih otaknya😂😂. maaf bukan sombong tapi emang gitu😂🙏🙏. 
Soaly mudah bangat tpi menyelesainya lama bangat🙏🙏 

MRianHardianto @cacingsauruz Ruangguru Clash of Champions Episode 5 
https://t.co/FRVmLGVgay 

 
3.2. Data Preprocessing 

The data preprocessing process is supported by several libraries to assist in data 
cleaning. Some of the libraries used include RegEx for the filtering process using 
Regular Expression, pandas for data manipulation and analysis, Natural Language 
Toolkit (NLTK) for tokenization and stopwords removal, Sastrawi for the 
Indonesian stemming process, and googletrans to translate text from Indonesian to 
English. 

The next stage is to perform the cleaning process, which is cleaning the data in the 
full_text column from the crawling results to ensure the consistency of the same 
sentence. Table 2 shows an example of data that has been cleaned in this stage. 
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Table 2. Cleaning 
Before Cleaning After Cleaning 
seneng banget dengan adanya COC ini 
orang tua jadi termotivasi buat lebih 
perhatian sama akademik anak²nya thank u 
tim @ruangguru #ClashofChampions 
https://t.co/Emr0mAjTCX 

seneng banget dengan adanya COC ini 
orang tua jadi termotivasi buat lebih 
perhatian sama akademik anak anaknya 
thank u tim 

jujur kalo diliat dari game pertama 
kebanyakan matematika nya, dan peserta di 
coc yang unggul di math ya axel sama 
sandy, jujur kasian sama tim yang lain yang 
bukan basic di matematika.. kebetulan 
mereka juga dari berbagai jurusan kan 

jujur kalo diliat dari game pertama 
kebanyakan matematika nya dan peserta 
di coc yang unggul di math ya axel sama 
sandy jujur kasian sama tim yang lain 
yang bukan basic di matematika 
kebetulan mereka juga dari berbagai 
jurusan kan 

GILAAAAA Keren bangetttttt COC big 
appreciation to tim ruangguru karena sudah 
memproduksi Clash of Champions. Jujur 
yah as a watcher aku termotivasi sesuai sm 
tujuannya kalian juga membentuk tim COC 
ini. Dan seperti apa yg ditayangkan diakhir 
the season 2 akan dinantikan 

GILAAAAA Keren bangetttttt COC big 
appreciation to tim ruangguru karena 
sudah memproduksi Clash of Champions 
Jujur yah as a watcher aku termotivasi 
sesuai sm tujuannya kalian juga 
membentuk tim COC ini Dan seperti apa 
yg ditayangkan diakhir the season akan 
dinantikan 

ngak pintar2 amat. jadi mapres karena rajin 
kuliah ajah. standar sih otaknya😂😂. maaf 
bukan sombong tapi emang gitu😂🙏🙏. 
Soaly mudah bangat tpi menyelesainya lama 
bangat🙏🙏 

ngak pintar amat jadi mapres karena rajin 
kuliah ajah standar sih otaknya maaf 
bukan sombong tapi emang gitu Soaly 
mudah bangat tpi menyelesainya lama 
bangat 

@cacingsauruz Ruangguru Clash of 
Champions Episode 5 
https://t.co/FRVmLGVgay 

Ruangguru Clash of Champions Episode 

 
The next stage is case folding, which is the process of converting all letters into 
lowercase letters. Table 3 shows an example of data results after case folding. 
 

Table 3. Case Folding 
Before Case folding After Case folding 
seneng banget dengan adanya COC ini orang 
tua jadi termotivasi buat lebih perhatian sama 
akademik anak anaknya thank u tim 

seneng banget dengan adanya coc ini 
orang tua jadi termotivasi buat lebih 
perhatian sama akademik anak anaknya 
thank u tim 

jujur kalo diliat dari game pertama 
kebanyakan matematika nya dan peserta di 
coc yang unggul di math ya axel sama sandy 
jujur kasian sama tim yang lain yang bukan 
basic di matematika kebetulan mereka juga 
dari berbagai jurusan kan 

jujur kalo diliat dari game pertama 
kebanyakan matematika nya dan 
peserta di coc yang unggul di math ya 
axel sama sandy jujur kasian sama tim 
yang lain yang bukan basic di 
matematika kebetulan mereka juga dari 
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Before Case folding After Case folding 
berbagai jurusan kan 

GILAAAAA Keren bangetttttt COC big 
appreciation to tim ruangguru karena sudah 
memproduksi Clash of Champions Jujur yah 
as a watcher aku termotivasi sesuai sm 
tujuannya kalian juga membentuk tim COC 
ini Dan seperti apa yg ditayangkan diakhir 
the season akan dinantikan 

gilaaaaa keren bangetttttt coc big 
appreciation to tim ruangguru karena 
sudah memproduksi clash of 
champions jujur yah as a watcher aku 
termotivasi sesuai sm tujuannya kalian 
juga membentuk tim coc ini dan 
seperti apa yg ditayangkan diakhir the 
season akan dinantikan 

ngak pintar amat jadi mapres karena rajin 
kuliah ajah standar sih otaknya maaf bukan 
sombong tapi emang gitu Soaly mudah 
bangat tpi menyelesainya lama bangat 

ngak pintar amat jadi mapres karena 
rajin kuliah ajah standar sih otaknya 
maaf bukan sombong tapi emang gitu 
soaly mudah bangat tpi menyelesainya 
lama bangat 

Ruangguru Clash of Champions Episode ruangguru clash of champions episode 
 
The next stage is normalization using a dictionary from Kaggle which contains 
15,184 standard and non-standard word pairs. However, after reading and 
analyzing the dataset, it was found that many words were not listed in the 
dictionary. Therefore, 253 customized words were added to the dataset, bringing 
the total in the dictionary to 15,437 lines. Table 4 shows an example of data 
results after normalization. 
 

Table 4. Normalization Result 
Before Normalization After Normalization 
seneng banget dengan adanya coc ini 
orang tua jadi termotivasi buat lebih 
perhatian sama akademik anak anaknya 
thank u tim 

senang banget dengan adanya coc ini orang 
tua jadi termotivasi buat lebih perhatian 
sama akademik anak anaknya thank lu tim 

jujur kalo diliat dari game pertama 
kebanyakan matematika nya dan peserta 
di coc yang unggul di math ya axel sama 
sandy jujur kasian sama tim yang lain 
yang bukan basic di matematika 
kebetulan mereka juga dari berbagai 
jurusan kan 

jujur kalau dilihat dari game pertama 
kebanyakan matematika ya dan peserta di 
coc yang unggul di matematika ya axel sama 
sandy jujur kasihan sama tim yang lain yang 
bukan basic di matematika kebetulan 
mereka juga dari berbagai jurusan kan 

gilaaaaa keren bangetttttt coc big 
appreciation to tim ruangguru karena 
sudah memproduksi clash of champions 
jujur yah as a watcher aku termotivasi 
sesuai sm tujuannya kalian juga 
membentuk tim coc ini dan seperti apa 
yg ditayangkan diakhir the season akan 
dinantikan 

gila keren banget coc big appreciation tapi 
tim ruangguru karena sudah memproduksi 
clash of champions jujur ya as a watcher 
aku termotivasi sesuai sama tujuannya kalian 
juga membentuk tim coc ini dan seperti apa 
yang ditayangkan diakhir the season akan 
dinantikan 
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Before Normalization After Normalization 
ngak pintar amat jadi mapres karena 
rajin kuliah ajah standar sih otaknya 
maaf bukan sombong tapi emang gitu 
soaly mudah bangat tpi menyelesainya 
lama bangat 

tidak pintar sekali jadi mapres karena rajin 
kuliah saja standar sih otaknya maaf bukan 
sombong tapi memang begitu soalnya 
mudah banget tapi menyelesainya lama 
banget 

ruangguru clash of champions episode ruangguru clash of champions episode 
 
The next step is tokenization. Table 5 shows an example of data that has gone 
through the tokenization process. 
 

Table 5. Tokenization Result 
Before Tokenization After Tokenization 
senang banget dengan adanya coc ini 
orang tua jadi termotivasi buat lebih 
perhatian sama akademik anak anaknya 
thank lu tim 

['senang', 'banget', 'dengan', 'adanya', 'coc', 
'ini', 'orang', 'tua', 'jadi', 'termotivasi', 'buat', 
'lebih', 'perhatian', 'sama', 'akademik', 'anak', 
'anaknya', 'thank', 'lu', 'tim'] 

jujur kalau dilihat dari game pertama 
kebanyakan matematika ya dan peserta 
di coc yang unggul di matematika ya axel 
sama sandy jujur kasihan sama tim yang 
lain yang bukan basic di matematika 
kebetulan mereka juga dari berbagai 
jurusan kan 

['jujur', 'kalau', 'dilihat', 'dari', 'game', 
'pertama', 'kebanyakan', 'matematika', 'ya', 
'dan', 'peserta', 'di', 'coc', 'yang', 'unggul', 'di', 
'matematika', 'ya', 'axel', 'sama', 'sandy', 'jujur', 
'kasihan', 'sama', 'tim', 'yang', 'lain', 'yang', 
'bukan', 'basic', 'di', 'matematika', 'kebetulan', 
'mereka', 'juga', 'dari', 'berbagai', 'jurusan', 
'kan'] 

gila keren banget coc big appreciation 
tapi tim ruangguru karena sudah 
memproduksi clash of champions jujur 
ya as a watcher aku termotivasi sesuai 
sama tujuannya kalian juga membentuk 
tim coc ini dan seperti apa yang 
ditayangkan diakhir the season akan 
dinantikan 

['gila', 'keren', 'banget', 'coc', 'big', 
'appreciation', 'tapi', 'tim', 'ruangguru', 
'karena', 'sudah', 'memproduksi', 'clash', 'of', 
'champions', 'jujur', 'ya', 'as', 'a', 'watcher', 
'aku', 'termotivasi', 'sesuai', 'sama', 'tujuannya', 
'kalian', 'juga', 'membentuk', 'tim', 'coc', 'ini', 
'dan', 'seperti', 'apa', 'yang', 'ditayangkan', 
'diakhir', 'the', 'season', 'akan', 'dinantikan'] 

tidak pintar sekali jadi mapres karena 
rajin kuliah saja standar sih otaknya maaf 
bukan sombong tapi memang begitu 
soalnya mudah banget tapi 
menyelesainya lama banget 

['tidak', 'pintar', 'sekali', 'jadi', 'mapres', 
'karena', 'rajin', 'kuliah', 'saja', 'standar', 'sih', 
'otaknya', 'maaf', 'bukan', 'sombong', 'tapi', 
'memang', 'begitu', 'soalnya', 'mudah', 
'banget', 'tapi', 'menyelesainya', 'lama', 
'banget'] 

ruangguru clash of champions episode ['ruangguru', 'clash', 'of', 'champions', 
'episode'] 

 
The next step is to perform word removal with Stopword Removal. Table 6 
shows an example of data results after stopwords. 
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Table 6. Stopwords Result 
Before Stopwords After Stopwords 
['senang', 'banget', 'dengan', 'adanya', 'coc', 'ini', 
'orang', 'tua', 'jadi', 'termotivasi', 'buat', 'lebih', 
'perhatian', 'sama', 'akademik', 'anak', 'anaknya', 
'thank', 'lu', 'tim'] 

['senang', 'banget', 'coc', 'orang', 'tua', 
'termotivasi', 'perhatian', 'akademik', 
'anak', 'anaknya', 'thank', 'lu', 'tim'] 

['jujur', 'kalau', 'dilihat', 'dari', 'game', 'pertama', 
'kebanyakan', 'matematika', 'ya', 'dan', 'peserta', 
'di', 'coc', 'yang', 'unggul', 'di', 'matematika', 'ya', 
'axel', 'sama', 'sandy', 'jujur', 'kasihan', 'sama', 
'tim', 'yang', 'lain', 'yang', 'bukan', 'basic', 'di', 
'matematika', 'kebetulan', 'mereka', 'juga', 'dari', 
'berbagai', 'jurusan', 'kan'] 

['jujur', 'game', 'kebanyakan', 
'matematika', 'ya', 'peserta', 'coc', 
'unggul', 'matematika', 'ya', 'axel', 
'sandy', 'jujur', 'kasihan', 'tim', 'basic', 
'matematika', 'jurusan'] 

['gila', 'keren', 'banget', 'coc', 'big', 'appreciation', 
'tapi', 'tim', 'ruangguru', 'karena', 'sudah', 
'memproduksi', 'clash', 'of', 'champions', 'jujur', 
'ya', 'as', 'a', 'watcher', 'aku', 'termotivasi', 'sesuai', 
'sama', 'tujuannya', 'kalian', 'juga', 'membentuk', 
'tim', 'coc', 'ini', 'dan', 'seperti', 'apa', 'yang', 
'ditayangkan', 'diakhir', 'the', 'season', 'akan', 
'dinantikan'] 

['gila', 'keren', 'banget', 'coc', 'big', 
'appreciation', 'tim', 'ruangguru', 
'memproduksi', 'clash', 'of', 
'champions', 'jujur', 'ya', 'as', 'a', 
'watcher', 'termotivasi', 'sesuai', 
'tujuannya', 'membentuk', 'tim', 'coc', 
'ditayangkan', 'diakhir', 'the', 'season', 
'dinantikan'] 

['tidak', 'pintar', 'sekali', 'jadi', 'mapres', 'karena', 
'rajin', 'kuliah', 'saja', 'standar', 'sih', 'otaknya', 
'maaf', 'bukan', 'sombong', 'tapi', 'memang', 
'begitu', 'soalnya', 'mudah', 'banget', 'tapi', 
'menyelesainya', 'lama', 'banget'] 

['pintar', 'mapres', 'rajin', 'kuliah', 
'standar', 'sih', 'otaknya', 'maaf', 
'sombong', 'mudah', 'banget', 
'menyelesainya', 'banget'] 

['ruangguru', 'clash', 'of', 'champions', 'episode'] ['ruangguru', 'clash', 'of', 'champions', 
'episode'] 

 
The next step is stemming. Table 7 shows an example of data results after 
stemming. 
 

Table 7. Stemming Result 
Before Stemming After Stemming 
['senang', 'banget', 'coc', 'orang', 'tua', 'termotivasi', 
'perhatian', 'akademik', 'anak', 'anaknya', 'thank', 
'lu', 'tim'] 

senang banget coc orang tua 
motivasi perhati akademik anak 
anak thank lu tim 

['jujur', 'game', 'kebanyakan', 'matematika', 'ya', 
'peserta', 'coc', 'unggul', 'matematika', 'ya', 'axel', 
'sandy', 'jujur', 'kasihan', 'tim', 'basic', 'matematika', 
'jurusan'] 

jujur game banyak matematika ya 
serta coc unggul matematika ya axel 
sandy jujur kasihan tim basic 
matematika jurus 

['gila', 'keren', 'banget', 'coc', 'big', 'appreciation', 
'tim', 'ruangguru', 'memproduksi', 'clash', 'of', 
'champions', 'jujur', 'ya', 'as', 'a', 'watcher', 
'termotivasi', 'sesuai', 'tujuannya', 'membentuk', 
'tim', 'coc', 'ditayangkan', 'diakhir', 'the', 'season', 

gila keren banget coc big 
appreciation tim ruangguru 
produksi clash of champions jujur 
ya as a watcher motivasi sesuai tuju 
bentuk tim coc tayang akhir the 
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Before Stemming After Stemming 
'dinantikan'] season nanti 
['pintar', 'mapres', 'rajin', 'kuliah', 'standar', 'sih', 
'otaknya', 'maaf', 'sombong', 'mudah', 'banget', 
'menyelesainya', 'banget'] 

pintar mapres rajin kuliah standar 
sih otak maaf sombong mudah 
banget selesa banget 

['ruangguru', 'clash', 'of', 'champions', 'episode'] ruangguru clash of champions 
episode 

 
The last step is to translate the stemming results from Indonesian to English. 
Table 8 shows an example of data results after translation. 
 

Table 8. Translate Result 
Before Translate After Translate 
senang banget coc orang tua motivasi 
perhati akademik anak anak thank lu tim 

I'm really happy that parents are 
motivated to pay attention to their 
children's academics thank you team 

jujur game banyak matematika ya serta coc 
unggul matematika ya axel sandy jujur 
kasihan tim basic matematika jurus 

Honestly the game has a lot of 
mathematics yes and COC is superior in 
mathematics Axel Sandy honestly I feel 
sorry for the basic math skills team 

gila keren banget coc big appreciation tim 
ruangguru produksi clash of champions 
jujur ya as a watcher motivasi sesuai tuju 
bentuk tim coc tayang akhir the season 
nanti 

crazy really cool COC big appreciation 
Ruangguru team production of Clash of 
Champions honestly as a watcher 
motivation according to the aim of 
forming the COC team to show at the 
end of the season 

pintar mapres rajin kuliah standar sih otak 
maaf sombong mudah banget selesa banget 

smart mapres diligent in standard 
studies sorry brain arrogant very easy 
very comfortable 

ruangguru clash of champions episode Ruangguru clash of champions episode 
 
Preprocessing begins with cleaning the full_text column to remove unwanted 
elements. In the case folding process, all letters are converted to lowercase. 
Nonstandard words are normalized using a custom dictionary. Tokenization 
separates words in each sentence, followed by stopwords removal to eliminate 
meaningless words. Stemming reduces words to their base form, and finally, the 
text is translated from Indonesian to English using googletrans for further 
analysis. 
 
3.3. Labeling 
 
The labeling process uses 2 automatic labeling methods, namely TextBlob and 
VADER, which produce 3 sentiment classes, namely positive, neutral, and 
negative. Table 9 shows an example of data labeling results with TextBlob. 
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Table 9. TextBlob Labeling Result 
Comments Polarity Labels 
I'm really happy that parents are motivated to pay attention to 
their children's academics thank you team 

0.8 Positive 

look at the child's report card 0.0 Neutral 
Admin's suggestion is that the format is like a master chef event 
with lots of comments and game composition comments and it's 
not fun to understand how to teach the game 

-0.3167 Negative 

 
An example of labeling results with VADER can be seen in Table 10 below. 
 

Table 10. VADER Labeling Result 
Comments Compound Labels 
I'm really happy that parents are motivated to pay attention to 
their children's academics thank you team 

0.8439 Positive 

look at the child's report card 0.0 Neutral 
Admin's suggestion is that the format is like a master chef 
event with lots of comments and game composition comments 
and it's not fun to understand how to teach the game 

-0.0521 Negative 

 
3.4. Class Balancing 
 
To analyze the effect of class balancing on the amount of data in each sentiment 
category, the distribution of labeling results using TextBlob and VADER is 
shown in Table 11, both before and after the resampling process. 
 

Table 11. Class Balancing Distribution 
Labeling 
Method 

Sentiment 
Class 

Without 
Balancing 

Undersampling SMOTE 

TextBlob Positive 1030 290 1012 
TextBlob Neutral 569 290 1012 
TextBlob Negative 290 290 1012 
VADER Positive 1498 182 1458 
VADER Neutral 209 182 1458 
VADER Negative 182 182 1458 

 
The table above displays the distribution of data before and after the application 
of the class balancing technique. In the initial condition without balancing, there 
is an imbalance in the amount of data between sentiment classes, especially in the 
majority class. To overcome this, two balancing techniques were applied: random 
undersampling and SMOTE. Random undersampling equalizes the amount of 
data in each class based on the minority class, while SMOTE increases the 
minority class data to be equal to the majority class. With these two techniques, it 
is expected that the classification model can provide more balanced results on 
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each sentiment class. 
  
In addition, to support resampling techniques such as SMOTE, a numerical 
representation of the text data is required. One of the techniques used to generate 
numerical representation is TF-IDF. For example, the following is a TF-IDF 
calculation for three documents containing responses to the “Clash of 
Champions” event: 
 
Data 1 : clash of champions is really exciting 
Data 2 : click clash of champions scroll 
Data 3 : damn watch clash of champions insecure 
 
The following is the calculation of TF, IDF, and TF-IDF values for some words 
in the document: 
 

Table 12. TF, IDF, and TF-IDF Calculation Results 
Word TF1 TF2 TF3 IDF TF-IDF1 TF-IDF2 TF-IDF3 
clash 0.17 0.2 0.17 0 0 0 0 
of 0.17 0.2 0.17 0 0 0 0 
champions 0.17 0.2 0.17 0 0 0 0 
is 0.17 0 0 0.48 0.08 0 0 
really 0.17 0 0 0.48 0.08 0 0 
exciting 0.17 0 0 0.48 0.08 0 0 
click 0 0.2 0 0.48 0 0.1 0 
scroll 0 0.2 0 0.48 0 0.1 0 
damn 0 0 0.17 0.48 0 0 0.08 
watch 0 0 0.17 0.48 0 0 0.08 
insecure 0 0 0.17 0.48 0 0 0.08 
 
In Table 12 for example, for the word “clash”, the TF value for Data 1 is 0.17, 
indicating the frequency of the word in the document. The IDF value for “clash” 
is 0 because this word is present in all documents, which means it does not 
provide any distinguishing information between documents. The TF-IDF result is 
calculated by multiplying TF and IDF, resulting in a value of 0 for Data 1. 
 
3.5. Split Data 
 
From the split data results with a division ratio of 80% training data and 20% 
validation data, the distribution results are obtained in Table 13. 
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Table 13. Split Data Distribution Table 
Labeling Method Total Data Training (80%) Validation (20%) 

TextBlob (Without Balancing) 1889 1511 378 
TextBlob (Undersampling) 870 696 174 
TextBlob (SMOTE) 3036 2428 608 
VADER (Without Balancing) 1889 1511 378 
VADER (Undersampling) 546 436 110 
VADER (SMOTE) 4374 3499 875 
 
3.6. Classification Model 
 
This research uses LSTM and BERT, the results of both methods can be seen 
below. First, using the LSTM model by performing hyperparameter tuning as 
shown in table 14. 
 

Table 14. Hyperparameters of the LSTM Model 
Hyperparameter Value 
Model Architecture LSTM 
Embedding Dimension 128 
LSTM Units 128 
Dropout Layer SpatialDropout1D 
Loss Function Sparse Categorical Crossentropy 
Optimizer Adam 
Epochs 5 
 
The LSTM model uses an embedding dimension of 128 and 128 LSTM units to 
capture text information effectively. SpatialDropout1D is applied to reduce 
overfitting. The loss function used is Sparse Categorical Crossentropy, chosen for 
its ability to automatically adjust the learning rate, thus speeding up the training 
process. The model was trained for 5 epochs to achieve convergence. 
 

Table 15. LSTM Model Scenario Results 
Scenario Precision Recall F1-score Accuracy 

TextBlob + LSTM 84% 76% 79% 83.33% 
TextBlob + Undersampling + LSTM 75% 75% 75% 75.29% 
TextBlob + SMOTE + LSTM 93% 92% 92% 92.11% 
VADER + LSTM 77% 70% 73% 87.83% 
VADER + Undersampling + LSTM 66% 64% 65% 65.45% 
VADER + SMOTE + LSTM 96% 96% 96% 96.23% 
 
Table 15 shows the classification results using the LSTM model with a 
combination of labeling methods and class balancing techniques. The highest 
result is obtained in the combination of VADER + SMOTE + LSTM with an 
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Accuracy value of 96.23%, while the lowest result is in the combination of 
VADER + Undersampling + LSTM with an Accuracy of 65.45%. The second is 
using the BERT model with hyperparameter tuning as shown in Table 16. 
 

Table 16. Hyperparameters of the BERT Model 
Hyperparameter Value 
Model Architecture BERT (bert-base-uncased) 
Maximum Sequence Length 256 
Optimizer BertAdam 
Learning Rate 3e-5 
Weight Decay 0.01 
Batch Size 16 
Epochs 5 
 
The BERT model uses bert-base-uncased with a maximum sequence length of 
256 tokens. Optimizer BertAdam and learning rate 3e-5 were chosen for training 
stability, with weight decay 0.01 to avoid overfitting. A batch size of 16 and 
number of epochs of 5 were chosen for training efficiency. 
 

Table 17. BERT Model Scenario Results 
Scenario Precision Recall F1-score Accuracy 

TextBlob + BERT 90% 82% 85% 87.71% 
TextBlob + Undersampling + BERT 88% 86% 87% 86.77% 
TextBlob + SMOTE + BERT 94% 94% 94% 94.24% 
VADER + BERT 85% 69% 74% 88.49% 
VADER + Undersampling + BERT 90% 90% 90% 92.22% 
VADER + SMOTE +BERT 98% 98% 98% 97.73% 
 
Table 17 above shows the classification results using the BERT model for various 
scenarios of combinations of labeling methods and class balancing techniques. 
The highest result is obtained in the combination of VADER + SMOTE + 
BERT with an Accuracy value of 97.73%, while the lowest result is in the 
combination of TextBlob + Undersampling + BERT with an Accuracy of 
86.77%. 
 
3.7. Evaluation 
 
The LSTM model (Figure 2a) shows fairly good classification results in each class, 
with a total of 275 correct predictions for the Negative class, 275 for the Neutral 
class, and 292 for the Positive class. In the Negative class, there was a small 
amount of misclassification, with 6 incorrect predictions (5 classified as Positive 
and 1 as Neutral). The Neutral class also had the same number of errors, with 6 
incorrect predictions where all of them were classified to the Positive class. 
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Meanwhile, the Positive class showed the highest number of correct predictions, 
292, but there were still 21 errors (13 classified as Negative and 8 as Neutral). 
Although the LSTM is able to capture the data pattern well, it still has limitations 
on the Positive class, which requires improvement to optimize prediction 
accuracy across all classes. The following are the best confusion matrix results 
from each scenario for both models. 
 
 
 
 
 
 
 
 
 
 
 
   

(a)                 (b) 
 
 
 
The BERT model (Figure 2b), provides more consistent and accurate results in 
each class. In the Negative class, the BERT model made 293 correct predictions, 
with 7 mispredictions, all of which were classified into the Positive class. The 
Neutral class also showed high performance with 288 correct predictions and 
only 2 errors, both of which were classified to the Positive class. In the Positive 
class, the BERT model recorded 274 correct predictions, with 11 errors of which 
8 were classified as Negative and 3 as Neutral. From these results, it can be seen 
that the BERT model has the advantage of handling unbalanced data 
distributions, as well as providing more accurate classification results in each class 
than the LSTM. This shows that transformer-based approaches, such as BERT, 
are very effective in better distinguishing sentiment variations, making it a highly 
recommended choice for complex sentiment analysis. 
 
The results shown in Table 18 illustrate that the overall model performance 
improves when the data distribution in each class is more balanced, especially in 
the BERT model with the VADER + SMOTE + BERT scenario, which 
achieved the highest accuracy of 98%. In this best scenario of the BERT model, 
each class has very high and consistent Precision, Recall, and F1-score values. The 
Neutral class, for example, achieved Precision, Recall, and F1-score of 99% each 
with 290 samples as support. For the Positive and Negative classes, BERT also 
performed well with F1-score of 96% and 98%, respectively, demonstrating 
BERT's ability to handle data with a more balanced class distribution. The 

Figure 2. Model confusion matrix results: (a) LSTM, (b) BERT 
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following are the best classification report results from each scenario for both 
models. 
 

Table 18. Classification report results of the best scenario of each model 
Scenario Class Precision Recall F1-score Support Accuracy 

 Positive 96% 93% 95% 313  
VADER + SMOTE  Neutral 97% 98% 97% 281 96% 
+ LSTM Negative 95% 98% 97% 281  
 Positive 97% 96% 96% 285  
VADER + SMOTE  Neutral 99% 99% 99% 290 98% 
+ BERT Negative 97% 98% 98% 300  
 
 
On the other hand, in the VADER + SMOTE + LSTM scenario, the LSTM 
model also performed quite well with 96% accuracy. In this scenario, the Neutral 
and Negative classes had an F1-score of 97%, while the Positive class had an F1-
score of 95%. This improvement indicates that data balancing through the 
SMOTE method plays an important role in reducing bias towards the majority 
class and improving the model's ability to recognize patterns in each class, 
including the minority class. 
 
3.8. Discussion 
 
This study aimed to evaluate the impact of labelling methods, class balancing 
techniques approaches on the performance of sentiment analysis models for the 
Clash of Champions show. The results indicate that the BERT model, particularly 
in the VADER + SMOTE scenario, achieved the highest accuracy of 97.73%, 
outperforming other models across all metrics. This confirms the effectiveness of 
transformer-based models in capturing complex linguistic and contextual 
nuances, making them suitable for sentiment analysis tasks involving varied and 
ambiguous expressions. 
 
Among the different scenarios, models utilizing SMOTE for class balancing 
consistently outperformed those without balancing, demonstrating the 
importance of addressing class imbalances in sentiment analysis. Interestingly, 
while the LSTM model demonstrated robust performance with balanced data, its 
confusion matrix revealed challenges in differentiating Neutral and Positive 
sentiments. This pattern suggests that LSTM may struggle with contextually 
ambiguous phrases, as it relies heavily on sequential patterns rather than 
bidirectional contextual understanding. In comparison, BERT showed fewer 
misclassifications across all sentiment classes, underscoring its ability to generalize 
well across diverse scenarios. 
 
Analysis of the confusion matrix provides valuable insights into potential areas 
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for improvement. Misclassifications in the Neutral class, particularly in models 
without SMOTE, highlight the impact of class imbalances on prediction 
reliability. These findings suggest that future research could focus on exploring 
alternative balancing techniques, such as ADASYN, to further refine class 
distributions, as well as integrating hybrid approaches that combine the strengths 
of different modelling techniques to enhance overall robustness. 
 
The findings have significant implications for real-world applications. In scenarios 
where high accuracy is critical, such as sentiment analysis for social media 
campaigns, adopting advanced models like BERT alongside effective 
preprocessing techniques can lead to superior results. Future research could 
explore the use of domain-specific pretraining for transformer models to better 
align with the sentiment nuances of specific contexts, testing the models on larger 
and more diverse datasets to examine their generalizability, and investigating the 
integration of ensemble techniques to combine the strengths of multiple 
modelling approaches. 

4. CONCLUSION 

Based on the sentiment analysis of the Clash of Champions event by Ruangguru 
through social media X, the results show that the sentiment analysis of 1,891 
tweets that initially had an unbalanced class distribution achieved the best 
approach with the BERT model, using the VADER labeling method and SMOTE 
technique for class balancing. Preprocessing steps included cleaning, case folding, 
normalization, tokenization, stopword removal, stemming, and translation to 
English to ensure text compatibility with labeling methods using TextBlob and 
VADER, which are designed for English. The BERT model produced the highest 
accuracy of 97.73% with a consistent F1-score across all classes (positive, neutral, and 
negative), demonstrating a good ability to handle sentiment variation after the data 
distribution was balanced using SMOTE. The use of the SMOTE technique proved 
to provide better results compared to undersampling and no data balancing, 
where the combination of SMOTE with VADER resulted in the highest 
performance across all models, both LSTM and BERT. In addition, the analysis 
also shows that VADER is more effective than TextBlob in classifying sentiment 
on this dataset, with higher accuracy and F1-score. The distribution of the analysis 
results indicates that the majority of sentiments are positive, showing the dominance 
of public enthusiasm for the event, while negative sentiments contain criticisms 
and suggestions that are useful for the development of the event. Compared to the 
LSTM model, BERT proved to be more effective in identifying complex sentiment 
variations on social media. This research provides insight for Ruangguru in 
understanding public perceptions more accurately, so that it can help decision-making 
for the improvement of similar events in the future. For future research, further 
optimization of the preprocessing stage, refinement of the classification model, 
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and experimentation with other hyperparameter tuning techniques are expected to 
improve the quality of sentiment analysis in the future. 
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