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Abstract 

 
Information plays a crucial role in the sustainability of company operations. The 
development of information technology, especially in the industry 4.0 era, affects various 
fields including economics, social, and education. The company faces challenges in 
declining motorcycle sales due to intense competition and ineffective customer 
segmentation. To address these issues, this study proposes the use of the K-Means 
algorithm with Python tools for better customer segmentation. The study aims to identify 
diverse customer groups and tailor marketing strategies accordingly. By utilizing the Elbow 
method and Silhouette score, the analysis of customer data is simplified. This study also 
employs data mining techniques to uncover hidden patterns in motorcycle sales data, 
aiding companies in improving operational efficiency and decision-making. 
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1. INTRODUCTION  
 
In today's rapidly evolving business environment, the effective use of information 
is critical for the sustainability and growth of companies. Information technology 
has become a cornerstone of organizational success, impacting virtually every 
sector, from economic and social fields to education and defense, particularly 
during the Industry 4.0 era [1], [2], [3]. For companies operating in competitive 
markets, such as the motorcycle industry, leveraging technology to gain insights 
from data is essential for maintaining market relevance and driving strategic 
decision-making. Despite the global recognition of the Company’s advanced 
technologies—tested both on public roads and racing circuits—and its pioneering 
work in developing fuel-efficient engines, it faces challenges in sustaining customer 
engagement and sales due to fierce competition and a lack of effective customer 
segmentation [4]-[7]. 
 
The Company currently struggles with declining motorcycle sales, which is 
exacerbated by ineffective customer targeting strategies in an environment 
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crowded with competitors offering similar products [7]. This challenge highlights 
the need for a more sophisticated approach to segmenting customers and 
personalizing marketing strategies. While information systems are recognized for 
their role in transforming raw data into valuable insights by providing timely, 
accurate, and relevant information to stakeholders [5], there remains a gap in the 
Company's utilization of these systems to their full potential. Current efforts, such 
as using the K-Means algorithm with Python tools for customer segmentation, 
show promise but lack comprehensive integration of advanced data analytics 
techniques that could further refine these strategies [8]. 
 
Data mining techniques, particularly clustering, offer powerful tools for 
uncovering hidden patterns in data, which can drive more informed decision-
making in marketing and sales strategies [9], [10]. However, the Company's 
existing use of these techniques does not fully leverage the potential of data mining 
to address its specific challenges. Additionally, the analysis of unstructured data, 
which can provide deeper insights into customer behaviors and preferences, 
remains underdeveloped [14], [15], [16]. This underutilization creates an 
opportunity for the Company to enhance its approach by incorporating advanced 
data analytics tools, such as the Elbow method and Silhouette score, to simplify 
data analysis and improve decision-making processes. 
 
Addressing this gap is crucial, not only for optimizing marketing and production 
strategies but also for enhancing overall operational efficiency. A more robust 
application of data analytics could enable the Company to better understand 
customer behavior, reduce costs, and increase productivity [17], [18], [19]. 
Moreover, by sharing these insights, the Company could contribute valuable 
knowledge to the entire industry, fostering broader improvements and innovation 
[20], [21]. Therefore, this study aims to explore how the integration of advanced 
data mining techniques can enhance the Company's customer segmentation and 
market targeting strategies, thereby strengthening its competitive position in a 
highly dynamic market. 
 
2. METHODS 
 
The methodology for this study, as illustrated in the provided Figure 1, involves 
several key stages: problem identification, data preprocessing, Elbow method, 
Silhouette score, modeling, and the application of the K-Means algorithm. Each 
stage is designed to enhance customer segmentation and optimize marketing 
strategies for the Company. 
 
1) Problem Identification 

The first phase aims to identify the challenges faced by the Company's sales 
department, particularly regarding customer segmentation for motorcycle buyers. 
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The primary issue stems from the limitations in data effectiveness, which impedes 
the Company's ability to understand its customer base thoroughly. A 
comprehensive assessment is conducted to identify specific problems in the 
existing segmentation approach, ensuring that potential motorcycle buyers are 
accurately targeted based on various relevant factors, such as demographics and 
purchasing behavior. 
 

 
 

Figure 1. Research Flow 
2) Preprocessing Data 

In this phase, data preparation is conducted to ensure the dataset is suitable for 
the subsequent modeling stage. This involves cleaning and organizing the data, 
including handling missing values and standardizing data formats. The 
preprocessing phase ensures that all data attributes are correctly aligned, and any 
inconsistencies, such as missing data points, are identified and addressed [22][23]. 
This step is crucial to improve the quality and reliability of the dataset, which will 
be used for clustering and analysis. 
 
3) Elbow Method 

The Elbow method is applied to determine the optimal number of clusters for the 
K-Means clustering analysis. This process involves plotting the number of clusters 
(K) against the Within-Cluster Sum of Squares (WCSS) using Python tools. By 
analyzing the curve of the graph, the "elbow point"—where the WCSS starts to 
diminish at a slower rate—indicates the most appropriate number of clusters for 
the dataset. In this study, the Elbow method is specifically used to analyze the 
types of motorcycles and provincial data, providing insight into the natural 
grouping within the data [24]. 
 
4) Silhouette Score 

The Silhouette Score method is used to evaluate the quality of the clusters 
generated by the K-Means algorithm. This method calculates the Silhouette score 
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for each data point, which measures how similar the data point is to its cluster 
compared to other clusters. A higher Silhouette score indicates better-defined 
clusters with greater separation and homogeneity. The Silhouette score is 
particularly useful for validating the effectiveness of the clustering approach. In 
this study, it is applied to assess clusters based on motorcycle types and customer 
age, ensuring meaningful segmentation that aligns with the Company’s marketing 
objectives [25]. 
 
5) Modeling 

The modeling stage involves visualizing the classification model using the K-
Means clustering method. The K-Means algorithm is implemented using the 
sklearn library in Python to apply clustering models to the Company’s dataset. 
During this stage, the results from the Elbow method and Silhouette score are 
used to refine the clustering process and ensure optimal data grouping. The 
visualization helps in understanding how different data points are grouped, aiding 
in the interpretation of clustering results and supporting strategic decision-making 
[26]. 
 
6) K-Means 

The final stage utilizes the K-Means algorithm to classify the data into distinct 
clusters based on similar characteristics. This algorithm iteratively assigns data 
points to clusters by minimizing the variance within each cluster. The K-Means 
analysis is performed to provide insights into customer segmentation, specifically 
focusing on motorcycle types and geographical provinces. The results are 
presented in visual formats, such as scatter plots, to illustrate the cluster points 
clearly and reveal patterns in the data that are useful for targeted marketing 
strategies. The visualization of these clusters helps the Company understand the 
different customer groups and tailor marketing efforts accordingly. 

 
3. RESULTS AND DISCUSSION 
 
3.1 Problem Identification 
 
Company is an operating in the motorcycle industry, that facilitate customer 
segmentation in motorcycle sales. One of the main issues in the sales sector is the 
lack of motorcycle purchases due to intense competition, which can be interpreted 
as a situation or event leading to reduced company revenue. In 2023, Company 
faced challenges with customer data in motorcycle sales, caused by data limitations 
being one of the main hurdles. The lack of detailed and thorough data on customer 
motorcycle purchasing behaviour makes it difficult to identify patterns and 
preferences that differentiate customer groups. 
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3.2 Preprocessing Data 

 

In this stage and beyond, Python programming language will be used. The data 
obtained from customers in Company motorcycle sales is still raw and has not 
been analyzed yet. This research utilizes Jupyter Notebook for its Python language. 
First, import the data, then select only the data that will be used, followed by 
removing missing data. 
 

 
Figure 2. Displays the Amount of Data Lost 

 
Figure 2, shows the display of missing data in each column of the imported data. 
After running data processing, there are missing data points in the gender column 
(1,099), creditor column (6,089), down payment column (6,022), and installment 
column (6,022). The aim is to modify or prepare the data to fit the requirements 
of the analysis or model to be built within the dataset. 
 
3.3 Data Mining  
 
This stage involves using techniques and algorithms to uncover patterns and 
convert them within the dataset. In this stage, the conversion format is first 
changed to numeric to enable the process.  
 

 
Figure 3. Converted Data to Datetime in Numerical Form 
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Figure 3, shows data mining where the column has been converted. Also, to 
calculate age using .loc for data cleaning purposes, the output is displayed in 
tabular form. Before data cleaning, there were 10,996 rows, while after data 
cleaning, there were 4,885 data just showing 5 row. 
 
3.4 Elbow Method 
 
In this process, the K-Means clustering algorithm is used, employing the Elbow 
method to determine the optimal number of clusters to be formed. Here are the 
results of the data analysis conducted to understand customer preferences towards 
various types of motorcycles and related purchasing patterns: 
 
3.4.1 Determining the Number of Customer Segmentation Clusters Based 

on Motorcycle Types Using the Elbow Method 
 
Customer segmentation analysis based on motorcycle types is a crucial step in 
understanding customer purchasing behavior. At this stage, the Elbow method is 
used to determine the optimal number of clusters in customer segmentation, 
focusing on the types of motorcycles purchased by customers. 

 
Figure 4. Number of Customer Segmentation Clusters Based on Motorcycle 

Type 
 
Figure 4 illustrates a graph representing the WCSS (Within-Cluster Sum of 
Squares) values as the horizontal axis and the number of clusters as the vertical 
axis. WCSS serves as a metric in cluster analysis, measuring the distance of data 
points within a cluster from its center, spanning from k = 2 to k = 5. The WCSS 
value reflects the proximity of data points to the center of their respective clusters. 
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A lower WCSS value indicates a more optimal cluster, signifying that data points 
within it are closely related. The graph displays a distinct trend, starting with a 
sharp decline as the number of clusters increases, peaking at two clusters. 
However, the plateau at the graph's end implies that adding clusters beyond a 
certain point may not significantly enhance our understanding of customer 
purchase patterns. 
 
3.4.2 Determining the Number of Customer Segmentation Clusters Based 

on Provinces Using the Elbow Method 
 
Customer segmentation based on province is an important step can look at each 
region to understand existing motorbike sales purchased by customers from 
customer segmentation based on these creditors. 

 
Figure 5. Number of Customer Segmentation Clusters Based on Province 

 
Figure 5 is a graph shown by the Elbow Method for determine the optimal number 
of clusters in customer segmentation based on province. The elbow point is visible 
at k = 2 to k = 5. This shows that this cluster is the optimal cluster for customer 
segmentation based on creditors. The decrease in WCSS is not significant after k 
= 5. This is shows that adding clusters of more than 4 does not provide significant 
improvement in segmentation quality. 
 

3.5 Silhouette Score 
 
In this process, the K-Means clustering algorithm is used with the Silhouette Score 
method for evaluation, which is used to assess how well the data is divided into 
clusters generated by the K-Means model. 
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3.5.1 Evaluation of the Quality of Customer Segmentation Clusters Based 
on Type Motorcycle Using Silhouette Score 

 
After determining the optimal number of clusters using the Elbow method, the 
next step is to evaluate the quality of the formed clusters. In this section, we use 
the Silhouette score to evaluate the score value of data points fitting into their 
assigned clusters. 
 

Table 1. Customer Silhouette Score Value Based on Motorcycle Type 
Cluster Silhouette Score 

2 0 ,70423467 
3 0,652810637 
4 0,626157649 
5 0,642754533 
6 0,581682667 
7 0,54501575 
8 0,519861401 
9 0,510085628 
10 0,481896284 

 
Based on Table 1, it is evident that the highest Silhouette Score occurs in cluster 2 
with a value of 0.704. This value indicates that dividing the data into two clusters 
results in better separation among these groups compared to other cluster 
numbers. Although the Silhouette Score tends to decrease with an increase in the 
number of clusters, cluster 2 still maintains a significant value relative to other 
clusters. 
 
3.5.2 Evaluation of Cluster Quality in Customer Segmentation Based on 

Province Using the Silhouette Score 
 
Evaluating the quality of clusters in customer segmentation based on provinces 
using the Silhouette score can be optimal as it indicates better separation and 
homogeneity of data points within the clusters. 
 
Table 2. Silhouette Score Value of Customer Segmentation Based on Province 

Cluster Silhouette Score 

2 0,854869 
3 0,64877 
4 0,645809 
5 0,613938 
6 0,435797 
7 0,459684 
8 0,462472 
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Cluster Silhouette Score 
9 0,436727 
10 0,403816 

 
Based on Table 2, it's observed that the highest Silhouette Score is found in cluster 
2 with a score of 0.854. This score indicates that dividing the data into two clusters 
provides better separation among the groups compared to other cluster numbers. 
Although the Silhouette Score typically decreases as the number of clusters 
increases, cluster 2 still maintains a relatively high score compared to the other 
clusters. 
 
3.6 Modeling  
 
In the modeling stage, we will use the K-Means algorithm from the sklearn library 
to build a clustering model. K-Means algorithm is one of the clustering techniques 
used in data analysis and machine learning. Its main objective is to group data into 
several clusters based on similarity of specific attributes or characteristics found in 
the data visualization. 
 
3.7 K-Means 
 
3.7.1 Customer Cluster Results Based on Motorcycle Type 
 
In these results, clusters of customers based on the type of motorcycle can be 
observed. In this analysis, the K-Means clustering algorithm is used with the 
number of clusters determined based on the highest Silhouette Score value. 

 
Figure 6. Scatter Plot of Customers Based on Motorcycle Type 
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Figure 6 shows the customer segmentation results based on the variables of down 

payment and installments, with each point representing a customer. The points are 

colored according to the cluster they belong to cluster 0 (turquoise) and cluster 1 

(green). From the graph, it is evident that there are two clearly separated clusters. 

Cluster 1 has higher points. which is dominated by motorcycle types such as 

BEAT SPORTY CBS, PCX 160 CBS, and REVO FIT FI, indicates customers 

with higher payments. This might suggest that this group consists of buyers who 

are more financially capable or prefer motorcycle models with higher features and 

specifications, even with greater payments. While cluster 0 has lower points. This 

indicates differences in customer purchasing preferences based on the level of 

down payment and installments they choose. 

 
3.7.2 Customer Cluster Results by Province 
 
In this result, we can see customer clusters based on provinces. In this analysis, 
the K-Means clustering algorithm is used with the number of clusters determined 
based on the highest Silhouette Score value. 

 
Figure 7. Scatter Plot of Customers by Province 

 
Figure 7 illustrates the segmentation outcomes of customers based on 
downpayment and installment variables, with each data point color-coded 
according to its cluster: cluster 0 (teal blue) and cluster 1 (green). The graph reveals 
three distinct clusters, with cluster 1 containing data points with higher values and 
cluster 0 predominantly featuring data points with lower values. Moreover, the 
majority of data points belong to cluster 0, while cluster 1 comprises fewer data 
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points, mainly from provinces like West Java, Central Java, and East Java, 
suggesting customers with higher payment levels. This indicates varying 
purchasing behaviors among customers from these regions compared to others, 
potentially influenced by factors such as economic status, urbanization, and 
population density. These findings highlight notable differences in preferences for 
downpayment and installments between these two customer groups. 
 
3.8. Discussion 
 
This study provides critical insights into the use of data mining techniques for 
customer segmentation in the motorcycle industry, specifically for the Company 
under investigation. Through the systematic application of the K-Means clustering 
algorithm, alongside the Elbow method and Silhouette score, this research has 
identified the optimal number of clusters for segmenting customers based on 
motorcycle types and geographic regions. These findings offer a deeper 
understanding of customer purchasing behaviors and preferences, laying a 
foundation for more targeted marketing strategies. 
 
A key challenge identified in this study is the Company’s limited ability to 
effectively utilize customer data due to poor data quality and granularity. This 
deficiency, coupled with intense market competition, has contributed to a decline 
in motorcycle sales. Without detailed insights into customer purchasing behavior, 
it becomes difficult for the Company to pinpoint distinct customer groups, which 
hampers the development of targeted marketing strategies. To address these 
limitations, the data preprocessing phase was crucial. By cleaning and organizing 
the dataset, including handling missing data, we established a solid foundation for 
subsequent clustering analysis, enhancing the overall reliability and accuracy of the 
results. 
 
Building on this foundation, the Elbow method was employed to determine the 
most suitable number of clusters for effective customer segmentation. For both 
segmentation by motorcycle types and provinces, the Elbow method identified an 
optimal range of 2 to 5 clusters. In the context of motorcycle types, the Within-
Cluster Sum of Squares (WCSS) values showed a sharp decline up to 2 clusters, 
after which the reduction plateaued, suggesting that adding more clusters would 
yield diminishing returns in segmentation quality. A similar trend was observed for 
geographic segmentation, further confirming that a limited number of clusters can 
effectively capture key distinctions among customer groups. This insight is pivotal, 
as it allows the Company to streamline its marketing strategies, focusing on fewer, 
but more meaningful, customer segments without losing critical differentiation. 
 
To further refine the clustering results, the Silhouette score was applied to evaluate 
the quality of the identified clusters. The analysis revealed that the highest 
Silhouette scores for both motorcycle types and geographic regions were achieved 
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with 2 clusters (0.704 and 0.854, respectively), indicating well-defined and distinct 
groupings. As the number of clusters increased, the Silhouette scores decreased, 
reinforcing the finding that two clusters provide the best balance between internal 
cohesion and external separation. This result underscores the value of dividing 
customers into two primary groups—based on motorcycle types and regions—to 
gain the most actionable insights for tailored marketing and customer engagement 
efforts. 
 
The findings from the K-Means clustering analysis, supported by the Elbow 
method and Silhouette score, have several practical implications for the Company. 
The identification of optimal clustering enables the Company to segment its 
customers into two primary groups: those with higher purchasing power who 
prefer premium motorcycle models, and those with lower purchasing power who 
lean toward more economical options. Additionally, geographic segmentation 
suggests that customers from regions such as West Java, Central Java, and East 
Java typically exhibit higher purchasing power, influenced by various socio-
economic factors. These insights empower the Company to more precisely target 
its marketing efforts, aligning promotional strategies with the distinct needs and 
preferences of each customer segment. 

 

Given these findings, the Company should adopt a more customized marketing 
approach to effectively reach these distinct customer segments. For example, 
marketing campaigns promoting high-end motorcycle models should be 
concentrated in regions and among customer groups with higher purchasing 
power, while more affordable models should be marketed in areas where 
customers show a preference for lower payment options. Additionally, the 
Company would benefit from investing in improved data collection methods to 
capture more granular details about customer preferences, behaviors, and 
demographics. Such enhancements would allow for even more refined 
segmentation and targeted marketing, ultimately driving increased sales and 
strengthening the Company's market position. 
 
While the current study provides valuable insights into customer segmentation 
using advanced data mining techniques, it is important to recognize its limitations. 
The findings are constrained by the scope of the dataset and the specific context 
of the Company. Future research should aim to expand the dataset to encompass 
a broader range of customer demographics and behaviors and explore additional 
clustering algorithms to validate and extend the results. Furthermore, conducting 
longitudinal studies could offer deeper insights into the long-term effects of these 
data-driven strategies on the Company's sales performance and market share, 
providing a more comprehensive understanding of their impact. 
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4. CONCLUSION 
 

Leveraging the K-Means algorithm for customer segmentation has empowered 
the Company to uncover critical insights into motorcycle purchasing behaviors 
and preferences, enabling the formulation of more precise and impactful 
marketing strategies. The use of the Elbow method and Silhouette score effectively 
identified the optimal number of clusters and evaluated their quality, facilitating a 
more precise analysis of customer data. The data preprocessing phase ensured the 
accuracy of these results by addressing incomplete or irrelevant data, and the 
application of data mining techniques revealed hidden patterns in motorcycle sales 
that were previously unrecognized. The findings show clear differences in 
purchasing preferences among customer groups, offering actionable insights to 
optimize the Company's marketing and production strategies. Overall, this study 
demonstrates the value of integrating advanced data mining methods in customer 
segmentation, contributing to enhanced operational efficiency and strategic 
decision-making not only for the Company but also providing a model for the 
broader motorcycle industry to adopt similar approaches for improved market 
positioning. 
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