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Abstract 

 
Pipeline leaks are a frequent occurrence in oil and gas infrastructure worldwide. Though 
leak detection systems are expected to be installed on all pipelines in the near future, 
relying on human efforts to physically monitor these pipelines is and will continue to be 
challenging. Though today's leak detection techniques are not able to completely stop 
leaks from occurring or to detect most leaks, they are essential in lessening their effects. 
Despite recent developments toward solving this problem, the solution still falls short of 
expectations. This research presents an approach to pipeline leak detection by leveraging 
on the exceptional abilities of Convolutional Neural Network (CNN) and Internet of 
Things (IoT).  A comprehensive dataset on oil and pipeline leakage is collected, and the 
CNN model is developed and trained with the collected dataset. Thereafter, the trained 
model is integrated into the monitoring system to provide notifications of leaks. The 
model is adaptable and scalable and its performance, as evaluated, shows an 
improvement over existing systems with an accuracy of 97% hence well suited for 
deployment in various pipeline networks for the overall improvement of safety 
environment in the oil and gas sector. 
 
Keywords: Artificial Intelligence, Convolutional Neural Networks, Computer Vision, 
Pipeline Leak Detection, Machine Learning 

 
1. INTRODUCTION 
 
The oil and gas industry forms the backbone of modern economies, providing 
the essential energy resources required for industrial, commercial, and domestic 
activities. The detection of anomalies is necessary for the smooth operations of 
oil pipelines and the conventional machine learning binary classification may no 
longer be sufficient for identifying some of these anomalies like leakages, 
especially in complex operational conditions [1].  Nevertheless, pipeline leaks are 
persistent concern when it comes to the movement of fluid or gas across vast 
networks of pipes. These leaks can lead to catastrophic environmental pollution, 
economic losses, and potential safety hazards. Despite the existence of 
conventional leak detection methods, their limitations in terms of real-time 
responsiveness, accuracy, and adaptability necessitate the exploration of some 
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other solutions such as the machine learning approach, which is research is 
proffering. 
 
Leakage detection systems should be able to detect spills of different sizes, 
among other important parameters [2]. To mitigate the losses due to gas pipeline 
leaks, a digital model based on the signal generated by pressure signals by a 
pipeline leak could be established [3]. Pipeline leakage incidents can create 
serious issues to the extent of impeding or attempting to prevent new pipelines 
as happened in North America [4]. The problem at hand is the inadequacy and 
efficacy of current pipeline leak detection methods to swiftly identify and localize 
leaks, particularly in real-time scenarios. Traditional approaches often rely on 
intermittent inspections or simplistic sensor-based alarms, leading to delayed 
detection, imprecise location pinpointing, and a higher probability of false 
alarms. The complexity and dynamic nature of pipeline systems make this issue 
worse by necessitating a more advanced and flexible method to reliably 
distinguish between real leaks and innocuous variations in operating parameters. 
 
As pipelines traverse diverse different terrains and climatic zones with their 
attendant effects on pressures, temperatures, and flow rates, the ability to swiftly 
and accurately detect leaks becomes an imperative challenge. Addressing the 
limitations of current leak detection methodologies some of which are manual, 
partially automated or inconsistent, is paramount to ensuring the safety, 
environmental sustainability, and operational efficiency of these pipeline 
networks. This calls for the exploration and implementation of advanced 
technologies, such as machine learning models, to revolutionize the way leaks are 
detected and responded to in real-time scenarios. This work aims at using 
machine learning approach to carry out real-time identification of the oil and gas 
pipeline leakages. 
 
Machine learning algorithms could be leveraged to ensure that the classification 
can be done both correctly and timeously and have an excellent ability to handle 
intricate datasets and perform classification with a high degree of accuracy [5], 
[6]. Though Conventional Artificial Neural Network like Forward Networks can 
be used, their predictive ability is a limiting factor. This study holds significance 
on various fronts, offering profound implications for the oil and gas sector and 
wider technological advancement. It promises to curtail environmental impact by 
swiftly pinpointing oil and gas leaks through a Deep learning algorithm. 
Additionally, operational efficiency could be enhanced by minimizing downtime, 
lowering maintenance costs, and mitigating resource wastage. Safety standards 
stand to improve as timely leak identification reduces potential hazards for 
workers and communities. Adopting the real-time leak detection system could 
enhance a company's competitive edge by demonstrating environmental 
responsibility, safety, and operational excellence. Moreover, the study will 
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contribute to the evolving discourse on real-time anomaly detection in complex 
systems. Regulatory compliance could be streamlined, aligning with stringent 
environmental and safety regulations. By early detection of leaks, the study 
supports resource sustainability and the industry's long-term viability. Beyond oil 
and gas, the methodology has potential applications in other domains with 
critical infrastructure. Overall, the study's significance lies in reshaping pipeline 
management, fostering environmental preservation, operational efficiency, safety, 
technological innovation, and industry competitiveness. 
 
Conventional means to detect leakage in pipes require some degree of expertise 
by leakage exploration experts and machine learning algorithms have found 
several applications in pipeline leakage detection, helping to improve the 
accuracy and efficiency of leak detection systems. Various approaches to 
machine learning, like the k-nearest-neighbor, random forest models, decision 
trees, and neural networks have been used to improve detection accuracies [7]. 
 
Using the Acoustic Emission (AE) sensor channel information, a platform for 
leakage identification using machine learning-based system for different leak 
sizes was developed and to train the machine learning models, various statistical 
metrics were retrieved from the AE signal with a sliding window technique using 
an adaptive threshold to preserve the characteristics of different emissions [8]. 
For each AE sensor data category, three AE sensor datasets were collected and 
11-time and 14-frequency domain features for a one-second window were 
extracted. Feature vectors were created using the measurements and the 
information that went along with them. Using the four datasets about gas and 
water leaks at varying pressures and pinhole leak sizes and several well-known 
classifiers, a remarkable total classification accuracy of 99% was attained, yielding 
dependable and efficient outcomes appropriate for the deployment [8]. Long 
Short-Term Memory Autoencoder was demonstrated to have the ability to 
identify the operational condition of the pipelines under monitoring [9]. Further 
studies using the support vector machine (SVM) and the decision tree algorithm 
(DT) to identify leaks in water pipes with two operational parameters; the flow 
rate and flow, at both the inlet and outlet of an experimental pipe were done and 
a leak detection technique with an accuracy of 97% was developed [10].   
 
Though there exist some differences between the experimental data and the 
actual pipeline operation data, Particle Swarm Optimization Algorithm 
Optimized SVM highly suitable for pipeline leak identification [11]. An 
alternative refrigerant gas leak detection system is presented to reduce human 
intervention and boost confidence in the system in case of leakage and by using 
experimentation cycles including factors of the industrial environment, product, 
and a thermographic camera with infrared technology to get the dataset, 
regression logistic method performed the best in predictions, demonstrating that 
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automatic decision-making in an industrial environment concerning gas leaks 
[12]. Intelligent models are robust and have reduced the average time to leak 
detection by a tangible percentage for all the intelligent models compared to a 
real-time transient model in literature and all had a time savings of 25% to 48% 
[13]. 
 
Information and Communication Technology (ICT) has been leveraged towards 
the attainment of environmental sustainability globally as diverse environmental 
challenges such as pollution and loss of biodiversity [14]. Having examined some 
relevant literature related to this research, some research gaps exist, including 
manual, partially automated, and/or inconsistent detections of leaks, which this 
research intends to bridge. 
 
2. METHODS 
 
Sensing devices to monitor the external part of the pipelines helps in 
determining abnormalities in the pipeline and this may require physical contact 
using such devices as acoustic sensing, and fibre optic sensing [15]. A system 
founded on the fundamental principles of mass, momentum, and energy 
conservation is used. This technique is based on the idea that a leak produces its 
transient signals, and the pressure and flow waves it creates travel to the 
pipeline's ends, leaving an imprint on the measured data and the flow, pressure, 
temperature, and density at specific receiving and delivery locations will often 
compute or assume an approximate fluid flow, pressure, and temperature for the 
whole pipeline [16]. 
 
The following presumptions will be utilized in this work to model natural gas 
flow through a pipeline. To create a model, certain assumptions must be 
established; 

1) The cross-sectional area of a pipeline is constant.  
2) There is a horizontal or near-horizontal flow.  
3) The fluid is homogeneous, compressible, and in a single phase.  
4) There are no chemical interactions happening between the fluid and the 

pipe. 
The following are the governing equations:  
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∂ρ

∂t
+
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Adding Equations 1, 2, and 3: 
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Writing equation 5 in vector form 
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Three different methods are often applied to solve equation 6. These methods 
include explicit Procedures, descriptive techniques, and Characteristics Methods. 
This intelligent model is data-driven and can be solved as approximations of 
equation 6 using data to fully characterize it. With these standards in mind, the 
Algoritms listed below were chosen: Artificial Neural Network (ANN), Support 
Vector Machine (SVM), Gradient Boosting (GB), Random Forest (RF), and 
Decision Tree (DT) and the dataset collected from kaggle.com is as in Figure 1 
after dimensionality reduction. To reduce redundant information in the dataset, 
dimensionality reduction is needed [17]. To this end. 

 

 
Figure 1. Snapshot of the dataset 

 
 
3. RESULTS AND DISCUSSION 
 
The result obtained from the design; implementation of the oil pipeline detection 
system is presented in this section. 
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3.1. Model Training and Evaluation 
 
The training of the model was done using cross validation technique. In cross 
validation, a portion of the training data is used for validation. The model was 
trained on the k-fold (10 folds) set aside as the training dataset. During the 
process of training the model, 1 out of the 10 folds was reserved for validation 
on each of the training instance. In each instance of the training, a validation set 
is used to validate the model performance. At the completion of the ten training 
instances, the performance of the each of the model instance was evaluated and 
the parameters of the best performing model was selected as the model for 
evaluation on the test dataset. Figure 2 shows cross validation process used in 
the training process. 

 
Figure 2. Cross validation training process 

 
3.2. Hyperparameter Tuning 
 
Hyperparameters are used in order to determine and build an optimal model. In 
the process of analysing the performance of a model, we used the cross 
validation to search through different parameter space for the most efficient and 
optimal values of the project algorithm’s hyperparameters. There strategies that 
are frequently used for the determination of the most optimal hyperparameters 
and this include the grid search, random search and Bayesian optimization. 
Though hyperparameter optimization is frequently done using grid search since 
it is parallelizable and straightforward but it takes on greater significance when 
working with a big dataset with the inability to automatically set the grid hence 
adding a human aspect to a procedure that would be better served by an entirely 
automated system. 
 
The conventional grid search has been modified by randomized parameter 
search which accepts input for grid components and input for distributions. 
Considering the parameter gamma, the values of which were provided directly 
when using grid search. In the random search, a distribution from which gamma 
was to be sampled was provided. The effectiveness of randomized parameter 
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search is based on the fact that the hyper-parameter optimization functions often 
have low dimensionality and that certain factors have a greater impact than 
others. By indicating the number of iterations the intended frequency for 
random parameter sampling is achieved. A snapshot of the code showing hyper-
parameter tuning with random search is shown in Figure 3. The result of the 
hyper-parameter tuning shown in Figure 3 highlights the best parameter 
obtained from the search. 

Figure 3. Hyper-parameter tuning 
 
3.3. Model Performance Evaluation Metrics 
 
When evaluating the performance of a machine learning model, several metrics 
can be used depending on the type of problem being solved and the desired 
outcome. This study is based on the detection of pipeline leakages. Typical 
metrics used for evaluation are used in this work and are explained as follows: 

1) Accuracy: This represents the number of correct predictions made by 
the model divided by the total number of predictions expressed 
Equation 7. 
 

Accuracy=
Tp+Tn

Tp+Tn+Fp+Fn
    (7) 

 
2) Precision and recall: These metrics are used when the goal is to 

minimize false positives or false negatives and represent the ratio of true 
positives to the total number of predicted positives, while recall is the 
ratio of true positives to the total number of actual positives. The 
mathematical representation of the precision and recall are expressed in 
Equation 8 and Equation 9. 
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Precision=
TP

TP+Fp
    (8) 

 

Recall=
Tp

Tn+Fp
    (9) 

 
 

3) F1 score: This is a weighted average of precision and recall and is 
commonly used when the goal is to balance the trade-off between 
precision and recall. It is expressed in Equation 10. 
 

F1score=2×
precision x recall

precision+recall
   (10) 

 
4) Confusion Matrix: The number of precise and unreliable predictions is 

categorized in a table called the confusion matrix. It summarizes the 
effectiveness of a classification model when applied to a set of test data 
for which the true values are known. The confusion matrix reveals how 
many relevant samples the classifier has identified and how many of 
them have been accurately identified. This recall ratio provides a 
measurement of inclusiveness. 
 

3.3. Model Results Evaluation 
 
ML algorithms are highly efficient in clinical decision support systems and help 
in timely interventions for enhanced health care delivery [18]. This is confirmed 
in the results obtained from evaluating the model as presented in this section. 
The result of the classification report is presented in Table 1. The summary of 
the classification report contains the scores for accuracy, precision, F1-Score, 
and recall. The classification report shown in Table 1 shows how well the model 
performed when measured against established standards for evaluating machine 
learning classification problems. The test dataset, which was separated and 
reserved from the original data, was used to assess the model performance. The 
result of the evaluation using the test data showed that the model achieved an 
accuracy of 97%. On the analysis of each class, 97% precision, recall, and F1 
scores were obtained. The result obtained from the classification report shows 
that the model performed well in the detection and classification of oil pipeline 
leakages.  
 
The confusion matrix obtained during the evaluation of the project model is 
presented in Figure 3 and the result shows the comparison between the 
predicted classes and true values. In the result, a total of 3088 observations were 
used as test data points to assess the model performance. Low and high are 
represented by 0, and 1 in the confusion matrix. Out of the total sample of 3088, 
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1436 samples constituted low out of which 1,393 were correctly classified while 
43 were misclassified as high. On the other hand, 1,652 cases belong to high out 
of which 1,608 were correctly classified while 44 were misclassified as low. The 
result of the confusion matrix aligns with the classification report which further 
buttresses the fact that the model performed well in classifying the two classes of 
chances of pipeline leakage occurring due to corrosion defect based on the well 
and sensors parameter values. 
 

 
Figure. 4. Confusion matrix 

 
The model prediction rate representing the percentage of correct prediction of 
each class, a purely qualitative measure of model performance shows the 
prediction success rate for chances of occurrence of oil leakage. A complete 
comparison of the performance metrics used in assessing the performance of the 
model using train and test dataset is presented in Table 2. 
 
3.4. Model Prediction Rate 
 
The prediction rate of the model must be included, even if there have been 
discussions and implementations of more comprehensible and acceptable 
metrics for the evaluation of categorization problems. The result obtained from 
the prediction rate which is expressed in percentages shows that 97% was 
obtained as the success rate of the SVM model when predicting on the test data. 
This finding suggests that the support vector machine learning model, which was 
created and implemented to predict oil leaks, accurately identified 97% of the 
test data.  
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3.5. Model Performance Metrics Comparison 
 
Figure 5 shows the comparison of the different classification model evaluation 
metrics applied to the training and testing data. As expected, the results obtained 
for accuracy, precision, recall, and F1 score were higher than scores obtained 
when the model was evaluated using test data. This discrepancy is easily 
explained due to the fact training data are seen by the model. Nonetheless, the 
derivation from the metrics comparison however shows that the model 
performed well when inferences were carried out on the test data. Identifying the 
appropriate coefficients that match the optimal value of the cost function is 
known as model fitting [17]. Here, the differences in the result of the evaluation 
of the model using test and train data indicate that the model did not overfit. 
Moreover, the result also implies that the training and testing errors of the model 
assessment are quite low. Figure 6, Figure 7, and Figure 8 show the box plot of 
Corrosion defect per each feature variable used while Figure 9 shows the Box 
Plot of Feature Variables. 
 

 
Figure 5. Box Plot of Corrosion defect per each feature variable 
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Figure 6. Corrosion defect vs Wellhead Pressure 

 

 
Figure 7. Corrosion defect vs BSW 

 

 
Figure 8: Comparison of the different classification model evaluation metrics 
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Data visualization enables us to analyze data when we are unsure of the precise 
questions, we need to ask beforehand. Figure 10 follows data from the scatter 
plot of feature variables. 
 

 
Figure 9. Box Plot of Feature Variables 

 
4. CONCLUSION 
 
Considering the grave implications of leakage to the environment and the 
organizations, this study embarked on exploiting the capabilities of machine 
learning algorithms in solving these problems. Having collected a comprehensive 

dataset on oil and pipeline leakage. Preprocessing data cleaning, data 
normalization, feature analysis, and data feature extraction were carried 
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out on the dataset and the cleaned data was trained with the CNN model 
developed, the trained model was integrated into the monitoring system to 
provide notifications of leaks with an accuracy of 97%. The model performed 
better than the existing systems.  This demonstrates the increasing importance of 
machine learning in the energy sector and is better suited for deployment in 
various pipeline networks with the potential to contribute to the overall 
improvement of pipeline safety and sustainability. 
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