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Abstract

Indonesia’s elections serve as a cornerstone of its democratic system, with the active participation of its citizens being of paramount importance. To bolster transparency and civic engagement during these elections, the SITUNG system (Election Result Information System) is employed for the tabulation of election results. However, the current tabulation process remains manual, potentially leading to data entry errors and a reduced accuracy of election outcomes. This research endeavor seeks to enhance the efficiency and accuracy of election result tabulation by employing the K-Nearest Neighbors (K-NN) method for recognizing numeric patterns on Form C1, both independently and in combination with Connected Component Labeling (CCL). The K-NN method demonstrates a commendable 60.0% accuracy in recognizing numeric patterns from the original Form C1 data. However, when combined with CCL, the accuracy drops to 51.2%. This research makes a significant contribution by simplifying the tabulation process and improving the accuracy of election results in Indonesia through the application of the K-NN method. The technology is anticipated to fortify democracy by promoting a more transparent and participatory electoral process for the citizens.
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1. INTRODUCTION

Indonesia adheres to a democratic system, characterized by a presidential model that facilitates the transition of political positions through General Elections (Pemilihan Umum) [1]. Elections represent the method for selecting individuals to occupy specific political roles. In today's digital era, virtually all human activities are influenced by advancements in information and communication technology, exemplified by systems like SITUNG [2]. SITUNG is a system employed for aggregating election results. Although SITUNG has been in use
since 2004, it initially operated offline. In 2014, it transitioned to an online platform with the aim of allowing the public to monitor the vote tallying process [3]. However, the vote tallying process still relies on manual input of numbers from Form C1 into the SITUNG system."

The rapid evolution of technology has ushered in new disciplines, among them artificial intelligence, which is a branch of artificial neural networks [4]. Artificial neural networks excel in problem-solving, particularly in the realms of classification and pattern recognition [15], [16]. As a result, many researchers have delved into studies that leverage these capabilities. For example, there's research focused on recognizing numeric patterns, evaluated using 100 test images. The top three classification results for identifying handwritten Arabic (Indian) numerals using the K-Nearest Neighbors (K-NN) method were 86% with k=1, 84% with k=3, and 83% with k=5 [5]. Additionally, a study involving distance transform in kernel discriminant analysis for numeric pattern recognition achieved a direct accuracy rate of 95.5%, and a combined accuracy of 87.98% [6]. Subsequently, character segmentation was carried out employing the Connected Component Labeling (CCL) method [7]. This segmentation technique is used to isolate characters within an image, preventing them from merging together.

The utilization of CCL as a character segmentation process aims to isolate objects recognized as characters, such as those found in vehicle license plates [8]. During testing, the segmentation method using CCL successfully achieved an 80% accuracy rate. Once the segmented characters are obtained, the subsequent step involves character recognition [9].

Considering recent advancements in various academic fields, it has become evident that Form C1 should be subject to scrutiny, especially in response to the multitude of issues that arose during the 2019 elections, specifically the inaccuracies in data input during election result tabulation [1]. Hence, this research is focused on Form C1, with an emphasis on pattern recognition. Originally, Form C1 was manually transcribed, but it has since been digitalized into pattern-based representations. To facilitate the recognition of numerical patterns in election results, patterns for each digit have been generated using a variety of colors. This has been achieved by shading with pens, pencils, markers, or coloring tools to represent the numbers 0 to 9, as well as the letter X, which is employed to fill in vacant columns in the vote tally. The identification of these patterns during the pattern recognition process necessitates a data matching method [10]. Each digit boasts its own unique characteristics, making a data matching method crucial for accurate numeric recognition. As such, this research employs the K-Nearest Neighbors (K-NN) method, complemented by a combination of K-NN and Connected Component Labeling (CCL), in order to enable machine-based recognition of numeric patterns.
2. METHODS

Drawing upon a comprehensive review of relevant literature in various journals and previous research experiments related to the subject of numeric pattern recognition, this study focuses on the recognition of numeric patterns using data from Form C1 ballots provided by the General Election Commission (KPU). The research’s conceptual framework is presented in Figure 1.

Figure 1. Illustrates the flowchart of the conceptual framework.

Within this framework, we undertake the process of selecting the appropriate machine learning algorithm to predict numeric patterns on the Election Form C1. The essential points of this framework can be elucidated as follows.

a. Data Collection: The dataset used comprises information extracted from General Election Commission Form C1.

b. Data Annotation: This stage is of paramount importance, as it involves data labeling. It serves to determine whether the images in the Form C1 format are legible or not. The process encompasses various adjustments to the Form C1 images, such as converting them to grayscale and reducing their resolution.
c. Preprocessing: This stage involves two methods: preprocessing the raw data before machine learning, either with or without the application of the CCL algorithm.
d. Feature Extraction: This step holds significant importance in the classification of Form C1 images. It entails the transformation of unstructured data into a structured format that can be processed by machine learning algorithms for classification into predefined categories.
e. Training and Testing: The implementation process is carried out using the Python programming language. In this phase, classification algorithms are tested to determine which one performs most effectively in recognizing image content, such as the K-Nearest Neighbors (K-NN) method and the combination of K-NN with CCL.
f. Evaluation: The model is evaluated in this phase to draw well-founded conclusions regarding its practical usability.

2.1. Creating the Dataset

To acquire the numeric patterns essential for this study, the researcher has devised a numeric pattern format that will be used as a template for generating numeric patterns. The procedural steps for establishing a dataset that can be effectively utilized in this research are outlined in Figure 2.

In order to enable numeric pattern recognition within the system, it is necessary to create numeric patterns beforehand. The format for generating numeric patterns in the new Form C1 template is illustrated in Figure 3.
Figure 3. The Numeric Pattern Creation Process. (a) Initial image format. (b) Image after coloring. (c) Final numeric pattern result.

In the numeric pattern format, each digit is outlined to resemble the numbers 0-9 and the letter X, as illustrated in Figure 3 (point b). Each digit is displayed in various distinct colors, serving the dual purpose of determining which colors the system recognizes better and assessing how lighting affects the recognition of these numeric patterns. The numeric patterns are captured using either a camera or a scanning machine to acquire the digit patterns, which are then stored in digital file format. Once the numeric patterns are digitized into images, each digit is uniformly cropped to a size of 15x21 pixels. Several examples of these cropped numeric patterns can be seen in Figure 3 (point c).

The results of digit segmentation are categorized into their respective classes. This categorization comprises 11 classes: X, 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9. Subsequently, each class is used as both training and testing data. To facilitate pattern recognition, specific criteria are assigned to each digit within the new format of Form C1. In the process of pattern recognition, both the K-NN method and a combination of the K-NN method with CCL are employed, allowing for pattern recognition in a computer or future vote counting system.

2.2. Image Processing

In this study, we utilized the Connected Component Labeling (CCL) method for image processing. CCL is a technique that can be applied to classify regions or objects within digital images. This technique is based on the theory of pixel connectivity in images. Pixels within a region are considered 'connected' when
they adhere to adjacency rules or rules of pixel proximity. These rules rely on the inherent pixel neighborhood relationships. After completing the CCL process, each numeric image is labeled to prepare it for the subsequent preprocessing stages.

In this study, we employed the Connected Component Labeling (CCL) method for image processing. CCL is a technique used to classify regions or objects within digital images, based on the theory of pixel connectivity. Pixels within a region are considered 'connected' when they adhere to adjacency rules, which are determined by pixel proximity. This means that connected pixels have inherent neighborhood relationships with one another. Once the CCL process is completed, each numeric image is labeled in preparation for subsequent preprocessing stages.

2.3. Classification

In this study, classification is performed using the K-NN algorithm, which is based on the concept of the nearest neighbors. This classification method allows for the consideration of more than one neighbor, a technique commonly referred to as K-NN classification [8]. Through a more modern approach, K-NN classification aims to identify a group of $k$ objects within the training set that are closest to the object being tested, based on their prevailing class in the surrounding context [11]. This approach involves three key elements: a group of labeled objects, a distance calculation or mathematical equation for measuring the distances between objects, and the value of $k$ (indicating the number of neighbors).

This algorithm is straightforward, operating based on the shortest distance from the query instance to the training samples to determine their proximity [12]. The steps for computing the K-Nearest Neighbors (K-NN) method include the following [13]:

- Determining the parameter '$k$';
- Calculating the distance between the data to be evaluated and all training samples;
- Sorting the resulting distances;
- Selecting the closest distances up to the 'k' order;
- Matching the corresponding classes;
- Counting the number of classes from the nearest neighbors and assigning that class to the data being evaluated (Equation 1).

$$
d_i = \sqrt{\sum_{i=1}^{p} (X_{2i} - X_{1i})^2}$$

(1)
Where:

- $X_1$ = Sample Data
- $X_2$ = Test Data
- $i$ = Data Variable
- $d$ = Distance
- $p$ = Data Dimension

2.4. Building the Model

In the modeling phase, this research employs Google Colab as a tool to facilitate data processing. The first step in the modeling process involves establishing a connection between Google Colab and Google Drive to access a previously uploaded dataset. Executing this command provides a URL containing an authorization code. The 'AngkaDB' dataset is created from segments of newly formatted number images from C1, which are first outlined and then organized according to their respective categories. During the labeling stage, each number in the dataset is assigned a label for individual number recognition.

Data modeling is highly important for visualizing and obtaining initial insights into data patterns. In this research, the chosen method for modeling is K-Nearest Neighbors (KNN). This algorithm is simple, operating based on the shortest distance between a query instance and training samples to determine its neighbors. The KNN method is used to predict numeric patterns on Form C1 and plays a key role in the election result tallying process.

3. RESULTS AND DISCUSSION

This research focuses on identifying numeric patterns on Form C1 and involves creating a new format for Form C1 using a pattern recognition approach, with reference to the original Form C1 (see Figure 4 for details).

The objective of pattern recognition is to identify the distinctive features of the election result numbers on Form C1. This facilitates quicker vote tabulation and minimizes data entry errors. In this study, we focus on the numeric patterns present in the new format of Form C1, which incorporates various colors. To enable the computer to recognize these numbers, we need to define the characteristics of each number, taking into account factors like color and shape. The characteristics primarily pertain to numeric values.
3.1 Comparing the Outcomes of the K-NN Method and the K-NN Combined with CCL

From the AngkaDb dataset, the data accuracy reaches 60.0%. This indicates that not all predictions of numeric patterns are entirely accurate. Additionally, we use a confusion matrix to assess precision and recall [14]. Precision measures the level of accuracy in matching user-requested information with the system's responses, while recall evaluates the system's success in retrieving information. The purpose of employing this function is to ensure that we don't blindly rely on the model's accuracy, but instead, we can justify its correctness by examining the model's accuracy results from different angles.

Figure 5. Confusion Matrix for (a) K-Nearest Neighbor (K-NN) and (b) K-Nearest Neighbor (K-NN) with Connected Component Labeling (CCL).
In Figure 5, we can observe variations in the accuracy of digit predictions. In confusion matrix (a), it is evident that digit 1 is correctly predicted only once, while digits 2 and 3 are predicted twice, digit 6 once, digit 8 four times, and digit 9 once. If '0' is present, it indicates that the training digit is not misclassified as a digit in another category. The same principles apply to the other categories as well, as seen in confusion matrix (b). Alongside the confusion matrix, there is the concept of cross-validation, which determines the number of folds to be used (Refer to Figures 6 and 7).

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.17</td>
<td>0.09</td>
<td>0.12</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>2</td>
<td>0.56</td>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>0.47</td>
<td>0.70</td>
<td>0.56</td>
</tr>
<tr>
<td>4</td>
<td>0.27</td>
<td>0.30</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>0.69</td>
<td>0.62</td>
<td>0.75</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
<td>0.73</td>
<td>0.59</td>
</tr>
<tr>
<td>7</td>
<td>1.00</td>
<td>0.73</td>
<td>0.84</td>
</tr>
<tr>
<td>8</td>
<td>0.31</td>
<td>0.36</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>0.43</td>
<td>0.27</td>
<td>0.33</td>
</tr>
<tr>
<td>X</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

accuracy: 0.60 125
macro avg: 0.58 125
weighted avg: 0.60 125

Cross Validation scores
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Figure 6. Cross-Validation of the K-Nearest Neighbors Method

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>1</td>
<td>0.77</td>
<td>0.83</td>
<td>0.80</td>
</tr>
<tr>
<td>2</td>
<td>0.57</td>
<td>0.36</td>
<td>0.44</td>
</tr>
<tr>
<td>3</td>
<td>0.24</td>
<td>0.50</td>
<td>0.32</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.31</td>
<td>0.45</td>
<td>0.37</td>
</tr>
<tr>
<td>6</td>
<td>0.57</td>
<td>0.36</td>
<td>0.44</td>
</tr>
<tr>
<td>7</td>
<td>0.67</td>
<td>0.55</td>
<td>0.60</td>
</tr>
<tr>
<td>8</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>9</td>
<td>0.44</td>
<td>0.36</td>
<td>0.40</td>
</tr>
<tr>
<td>X</td>
<td>0.82</td>
<td>0.88</td>
<td>0.85</td>
</tr>
</tbody>
</table>

accuracy: 0.51 121
macro avg: 0.48 121
weighted avg: 0.52 121

Cross Validation scores
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Figure 7. Cross-Validation of the K-Nearest Neighbors (K-NN) Method Combined with Connected Component Labeling (CCL).
3.2 Assessing the Error Rate

The error rate is a measure used to calculate the rate of errors in predictions. It is presented in the form of a curve that distinctly illustrates the differences between those who use the K-NN method and those who use the combination of the K-NN method with CCL (see Figure 8).

![Error Rate vs. Class](image)

Figure 8 depicts the error rates for (a) the K-NN method and (b) the combination of the K-NN method with CCL.

After conducting tests using both the K-Nearest Neighbors (K-NN) method and the combination of K-NN with CCL, a comparison reveals that the accuracy achieved with the K-NN method is higher than when using the combination of K-NN and CCL. The accuracy obtained with the K-NN method is 60.0%, whereas it is only 51.2% with the combination of K-NN and CCL. To assess the performance of the classifiers in both experiments, you can refer to the comparison presented in Table 1.

<table>
<thead>
<tr>
<th>Class</th>
<th>Method K-NN</th>
<th>Combination of K-NN Method with CCL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>0</td>
<td>0.17</td>
<td>0.09</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.92</td>
</tr>
<tr>
<td>2</td>
<td>0.56</td>
<td>0.45</td>
</tr>
<tr>
<td>3</td>
<td>0.47</td>
<td>0.7</td>
</tr>
<tr>
<td>4</td>
<td>0.27</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>0.69</td>
<td>0.82</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.73</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.73</td>
</tr>
<tr>
<td>8</td>
<td>0.31</td>
<td>0.36</td>
</tr>
<tr>
<td>9</td>
<td>0.43</td>
<td>0.27</td>
</tr>
<tr>
<td>X</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Acc</td>
<td>0.6</td>
<td>0.512</td>
</tr>
</tbody>
</table>

4. CONCLUSION

This research centers on the recognition of numeric patterns by introducing a new format for Form C1 sheets in elections. The process entails the creation of
this new format, outlining each digit, converting them into digital formats such as jpg or pdf, and uniformly cropping them. Subsequently, the cropped results are categorized into 11 classes and employed as a dataset for modeling.

The K-Nearest Neighbors (K-NN) method and the combination of K-NN with Connected Component Labeling (CCL) are employed to predict numeric patterns. The research findings indicate an accuracy rate of 60.0% when utilizing the K-NN method, while the combination of K-NN with CCL achieves 51.2%. From the research outcomes, it can be concluded that the K-NN method is more effective at recognizing numeric patterns on Form C1 compared to the combination of K-NN with CCL. The higher accuracy rate of the K-NN method demonstrates its potential for future application in the election result tabulation process.

This study makes a substantial contribution to streamlining the election result tabulation process and improving accuracy through the utilization of the K-NN method. However, to achieve further accuracy improvements, additional research and the selection of an appropriate method tailored to the specific data conditions and characteristics are essential.
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