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Abstract

In today's rapidly evolving digital landscape, the pervasive growth of social media platforms has resulted in an era of unprecedented data generation. These platforms are responsible for generating vast volumes of data on a daily basis, forming intricate webs of patterns and connections that harbor invaluable insights crucial for informed decision-making. Recognizing the significance of exploring social media data, researchers have increasingly turned their attention towards leveraging this data to address a wide array of social research issues. Unlike conventional data collection methods such as questionnaires, interviews, or focus groups, social media data presents unique challenges and opportunities, demanding specialized techniques for its extraction and analysis. However, the absence of a standardized and systematic approach to collect and preprocess social media data remains a gap in the field. This gap not only compromises the quality and credibility of subsequent data analysis but also hinders the realization of the full potential inherent in social media data. This paper aims to bridge this gap by presenting a comprehensive framework designed for the systematic extraction and processing of social media data. The proposed framework offers a clear, step-by-step methodology for the extraction and processing of social media data for analysis. In an era where social media data serves as a pivotal resource for understanding human behavior, sentiment, and societal dynamics, this framework offers a foundational toolset for researchers and practitioners seeking to harness the wealth of insights concealed within the vast expanse of social media data.
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1. INTRODUCTION

Social media has seen explosive growth in popularity over the past decade, with more and more users creating digital footprints of their activities on various platforms [1]. Such rapid expansion of social media signals a transformative shift in the way human interactions and communications are evolving in the digital age. Over four billion people are connected to social media platforms spending a lot
of time (an average of two and a half hours per day) on these platforms [2]. In particular, over two hundred and thirty-seven million users are active on X (formerly Twitter) daily, posting over five hundred million tweets [3]. The extensive digital footprints created by users don’t just serve as mere records of online activities; they are reflective of the users’ identities, preferences, and socio-cultural inclinations. This has opened up a vast potential for research, offering an unprecedented amount of data to be studied and analysed. Social media data can help researchers gain insights into user behaviour [4] [5], trends, and other valuable information [6]. Consequently, the lines between online and offline worlds blur, demanding a deeper understanding of the implications of such intensive social media engagement.

Users within social media space are connected through various types of relationships that includes their locations, biographical data, and the content they post. Through these relationships, users can access a wide range of content shared on different platforms. Furthermore, the data generated by these users can be used to inform decisions and strategies related to marketing [7], digital communication [8], and social media analytics [4] [9]. However, there are some issues that come along with dealing with social media data. Chief among these is the issue of data quality [10] [11]; data collected from social media is often not as reliable and accurate as data gathered from other sources [12-14]. Consequently, if not extracted and appropriately processed, data from social media sources may lead to conclusions that may be unreliable. As such, researchers must take extra care when dealing with social media data and use the appropriate methods to ensure accuracy and reliability of research results [15].

In the quest for meaningful insights, the integrity and relevance of the data collected becomes paramount. While social media offers a vast pool of data, it is also riddled with noise and irrelevant data which, if not carefully filtered, can skew results. Despite the acknowledged need for a purer dataset, a systematic methodology for the collection and processing of social media data remains a gap in research. Such an approach, if developed, would not only enhance the process of data analysis but would also significantly advance the field of social media data analysis. In this paper, we argue that the quality of insights derived is intrinsically linked to the quality of the data extracted.

Compared to different data collection techniques, such as questionnaires, interviews or focus groups, social media analysis works with unique data [16]. It provides researchers with access to incredibly large sample size, with the potential for access to over 414,000 tweets [17] or 1.3 million Instagram posts [18]. As such, it is an invaluable tool for researchers, allowing them to expand knowledge, create research questions for future qualitative research, and increase validity via triangulation when used as an alternative research method [19].
This research, therefore, seeks to answer the following question. "What are the key components and methodological steps required to construct a systematic framework for the extraction and processing of social media data, and how can this framework be optimized to enhance the quality and reliability of data obtained from social media platforms?"

“The absence of a standardized and systematic approach for collecting and processing social media data, compromises the quality and credibility of subsequent data analysis and hinders the realization of the full potential inherent in social media data. Researchers recognize the vast potential of social media data for understanding human behaviour and societal dynamics, but the lack of a comprehensive framework for data extraction and processing poses a significant challenge. The research aims to develop a systematic framework to address this gap and enhance the quality and reliability of data obtained from social media platforms.”

2. LITERATURE REVIEW

Data obtained from social media platforms may subsequently be used for different types of analysis. The data may also exhibit various data quality issues. As a result, the types of analysis that can be conducted using social media data is of prime significance because the proposed framework needs to cater to diverse analytical needs. By understanding these different types of analyses, we can better design a framework that is versatile, ensuring that extracted data is fit for various research purposes and methodologies. Furthermore, given the unfiltered, spontaneous nature of user-generated content on social media platforms, we argue that our framework should not only extract data but should also consider how to render it usable for meaningful analysis. Ignoring quality parameters could compromise research integrity, leading to flawed conclusions. In light of these considerations, our discussion of both analytical possibilities and data quality challenges sets the stage for introducing our proposed framework.

2.1. Social Media Analysis

Social media has become an essential part of our lives and how we interact with each other. It has become increasingly crucial for businesses and organizations to understand how social media is being used and how it affects their brand [20]. Social media analysis is an important tool to help organizations gain insights about their customers and what people are saying about them. It involves examining relationships between different users or actors, analyzing content, and analyzing engagement to understand how people interact. By understanding social media trends and behaviors, organizations can better understand their customers and create better strategies to reach them [21, 22]. This section gives an overview of the different types of analyses that can be done on social media data.
2.1.1 Relationship Analysis

People or actors are linked to each other either through bi or unidirectional relationships. In some instances, these actors may be institutions, organisations or companies. These relationships form a network that can be analysed to gain insights. Studying these relationships aids in analysing and modelling relations and diffusion processes [23] among various actors in a social network, to understand how the behaviour of individuals and their interactions translate into a large-scale phenomenon [24, 25]. This type of analysis uses graph theory [26, 27] to identify the relationships between nodes or actors and how they are connected [28]. It can be used to measure aspects like the strength of ties between individuals [25, 29], the influence of an individual or group, and the overall structure of the network [30]. Influence Analysis can be used to investigate how one's behaviour or opinion impacts the behaviour or opinion of others [31, 32]. However, conducting this analysis is not a trivial task due to the complex relationships that exist among different actors. The success of such an analysis depends upon the integrity of the data—both in terms of its completeness and accuracy. Noisy or incomplete data can significantly distort results, leading to potentially misleading conclusions [33].

The precision of data extraction encompassing both the scraping method and search criteria is paramount to ensure comprehensive and contextually relevant datasets. However, this pivotal aspect of data collection has largely remained unaddressed in prior works. Thus, it is imperative for researchers to prioritize the quality and contextual relevance of data when undertaking influence analysis in networks.

2.1.2 Content Analysis

Users post content in different formats that may be random or part of a topical discussion as a result of trending issues. Content analysis is an important method of analyzing social media data, as it allows researchers to systematically examine the content of social media posts and interactions [34-36]. This process involves identifying, coding, and categorizing data in order to identify patterns, trends, and relationships between social media posts and interactions. It is a powerful tool for gaining insight into how people engage with one another on social media and understanding how different audiences perceive and interpret messages. Content analysis can be used to study various aspects of social media interactions. For example, researchers can analyze the frequency of certain topics or keywords being discussed, the type of language used, and the sentiment expressed in the posts. This can be used to gain insight into how people form opinions and respond to content they consume on these platforms.

In order to perform content analysis, such as topic extraction, it is crucial that the data is cleaned properly. Noisy data has the potential to produce irrelevant results
In addition, it is also crucial that a complete set of data is acquired. This implies that both the scrapping method and search criteria used in the extraction of data are appropriately formulated. However, to the best of our knowledge, this issue has not been addressed. It is, therefore, crucial to ensure that data used in content analysis is complete and relevant to the context under investigation.

2.1.3 Engagement Analysis

Social media has become a major platform where users engage with one another through various types of feedback, such as likes, comments, retweets, and reactions [37]. These interactions allow users to show support for one another’s posts and facilitate meaningful conversations. Engagement analysis involves analysing the interaction and reactions of users with a particular post or topic. Reactions are one-way users can express their feelings towards a post or the person who posted it. For instance, when users like a post, it allows them to express their approval and appreciation for the content. It also allows them to quickly acknowledge a post without having to type out a comment. The likes that a post receives can also be seen by others, making the poster feel more validated [38]. In addition, the number of likes could be an indication of the impact that the post has within the context [39-41].

On the other hand, comments allow users to share their thoughts and reactions to a post and can be used to ask questions and expand conversations. In addition, sharing or retweeting allows users to share a post with their own followers. This allows the content to be seen by a much wider audience. Retweets also allow users to show their support or endorsement for the content and the original poster [42]. Such interactions provide a wealth of information for insightful deductions in various areas, such as influence analysis and sentiment analysis. Consequently, research work that involves analyzing engagement activities relies heavily on data that has been carefully extracted to ensure the credibility of the results.

2.2. Data quality issues in social media data

Data quality in social media research has been an increasingly pressing topic as the use of social media platforms has grown rapidly in recent years [43, 44]. As more and more researchers have become interested in using social media data to answer research questions, there is an urgent need to understand the quality of the data being collected and used [44]. The first step in understanding data quality in social media research is understanding the sources of data being used. Social media data is often generated from a variety of sources, including users’ posts and interactions, platform algorithms, and third-party data sources. Each of these sources can present unique challenges as researchers attempt to ensure the quality of the data they are collecting.
2.2.1 Accuracy

Data accuracy is a crucial concern when conducting social media research. Due to the self-reported nature of user-generated content, social media data can be subjective, incomplete, and prone to bias [45]. Additionally, the sheer volume of data generated on social media platforms can make it difficult to verify accuracy due to the lack of a centralized quality control system [46]. To ensure the accuracy of social media research data, researchers must take into account the limitations of user-generated content, employ rigorous data cleaning and verification practices, and develop reliable methods for data extraction and analysis.

2.2.2 Completeness

In research in general, data completeness refers to the extent to which all relevant data has been included in the dataset. Data completeness is a vital issue to consider when conducting research with social media data. Social media platforms often lack complete datasets due to the nature of the content being shared [47]. For example, posts that are removed from the platform can be lost forever, making it difficult to build a comprehensive dataset for research purposes. Additionally, users may opt out of sharing certain data or may not have the full range of information available, making it difficult to have a complete set of data to work with. Finally, certain algorithms and filters used by social media platforms can lead to data being incomplete or missing, reducing the reliability and validity of the data. Some social media platforms require user permission for data extraction, which can be challenging to obtain. Furthermore, many platforms limit the amount of data that can be accessed, such as X's API, which limits the number of tweets that can be collected per 15-minute window [48]. This limitation further makes it difficult to obtain a comprehensive dataset.

2.2.3 Timeliness

Data timeliness is an important factor to consider when conducting research on social media. In the context of social media research, it is vital to ensure that the data collected accurately reflects the current context of the social media platform [49]. This can be challenging due to social media's fast-paced and ever-evolving nature. As a result, researchers must ensure that the data they collect is timely by ensuring it is collected and analyzed promptly. Additionally, they should consider using data analysis techniques that allow them to quickly and accurately assess the data in order to ensure the most recent trends and conversations are accounted for.
2.2.4 Accessibility

Data accessibility issues in social media research refer to the difficulties encountered when accessing and processing data gathered from social media platforms. A variety of factors can contribute to data accessibility issues, including the nature of the data being collected, the way in which the data is formatted and stored, and the technical capabilities of the researcher. For example, social media data may not be organized or structured in a way that is conducive to analysis, or the data format may be incompatible with the software and tools used by the researcher. Additionally, the complexity of the data may present challenges to researchers without advanced technical skills [50]. As a result, data accessibility issues can make it difficult to conduct meaningful research that can be replicated in future. Furthermore, many platforms limit the amount of data that can be accessed [51, 52]. This limitation further makes it difficult to obtain a comprehensive dataset.

2.2.5 Consistency

Data consistency issues in social media research refer to the challenges of ensuring uniformity and accuracy of data collected from social media platforms. Social media data collection is complicated due to the dynamic nature of the platforms and the large volumes of data generated in real-time [53, 54]. As such, researchers must take into account the constant changes in the platforms and the data produced while designing and executing a research project. Data consistency issues can arise from a variety of sources, including the lack of standardization in the data format, the presence of duplicates or errors in the data, and the presence of multiple versions of the same data. Additionally, data consistency issues can be caused by the presence of biased data or the lack of control over the context in which the data is collected. To address these challenges, researchers must develop a comprehensive data collection strategy tailored to the specific research goals taking into account potential data consistency issues. This may include the development of data quality standards and metrics and the use of data visualization and analysis techniques to identify and address these issues.

2.2.6 Validity

Data validity refers to the extent to which the data accurately reflects what it is supposed to represent [55]. In social media research, this refers to the accuracy, consistency, and representativeness of the data collected from social media platforms. This can be impacted by a range of factors, including the selection of data sources, the interpretation of posts, the context of the posts, and the methods used to analyze the data. For example, if the data sources are limited to a particular demographic or region, the results may not reflect the opinions of a wider audience. Similarly, if the interpretation of posts is based on subjective criteria, the
accuracy of the results may be compromised. Furthermore, if the context of posts is not properly taken into account, the data may not accurately reflect the intended meaning. Finally, if the methods used to analyze the data are not sufficiently robust, the results may be unreliable. All of these potential issues can affect the validity of social media research.

2.2.7 Relevance

Data relevance is a major issue that affects research in general and social media analytics in particular. It refers to the degree to which a dataset accurately reflects the phenomenon of interest. For example, when exploring a certain topic, researchers must ensure that their data is representative of the population being studied. In essence, the collected data should be relevant and applicable to the research question. This attribute is crucial in arriving at credible conclusions. In general, data relevance can be affected by factors such as the source of the data, the number of data points, data quality, data selection, and data processing. In the context of Twitter data analytics, data relevance is especially important due to a large amount of data available and the rapid changes in the platform [56]. Twitter data analytics requires careful selection and analysis of data points to ensure that the data is relevant to the research question. This includes data cleaning techniques to remove irrelevant data points, such as bots, spam, and irrelevant tweets. Additionally, data selection should be conducted with consideration of the temporal context of the data. For example, if a study is interested in the sentiment of tweets about a certain topic, tweets that are more than one year old may no longer be relevant to the research question.

2.2.8 Interpretability

In social media analytics, interpretability issues arise from the large and heterogeneous nature of the data [57]. Data interpretability can be a challenge due to the dynamic and heterogeneous nature of the data. Social media data is often unstructured, making it difficult to identify patterns or draw meaningful insights from the data. Additionally, the presence of noise such as spam, trolls, and bots can lead to inaccurate results and obscure the true meaning of the data. As a result, researchers must take extra care when interpreting social media analytics in order to ensure that the results are reliable and valid. Additionally, researchers should consider the use of visualisations to simplify the interpretation of the data [58, 59].

3. METHODS

In this section, we present the methodological approach employed in this study to develop a comprehensive framework for extracting and processing social media data. This methodology is rooted in the idea of using existing literature and research to inform and guide the creation of a practical framework, making it a
literature-driven approach to framework development. The methodology encompassed a literature survey on various aspects of social media analysis, examining the challenges associated with this domain and developing a structured framework for data extraction rooted in the knowledge discovery process.

3.1 Literature Survey on Different Types of Social Media Analysis

To lay the foundation for our research, an extensive literature survey was conducted to explore the various types and methodologies of social media analysis. This phase aimed to comprehensively understand the diverse analytical techniques employed across different social media platforms and data types. The insights gathered from this survey were invaluable in shaping the framework, ensuring its adaptability to a wide range of data sources and analysis objectives.

3.2 Literature Survey of the Challenges of Social Media Analysis

In conjunction with understanding the methodologies, we also conducted a comprehensive literature survey focused on identifying the challenges and issues commonly associated with social media analysis. This step allowed us to pinpoint areas of concern and develop guidelines within the framework to address these challenges. By being well-versed in the obstacles, we aimed to provide practical solutions within our framework to enhance the quality and effectiveness of social media data analysis.

3.3 Development of a Framework for Extracting Social Media Data for Analysis

The core of our research involved the development of a systematic framework for extracting social media data for analysis. This framework was designed based on the knowledge discovery process. It was developed to provide a structured, step-by-step approach for researchers and practitioners, ensuring that social media data is harnessed effectively and consistently. By incorporating the insights gained from the literature surveys, the framework was tailored to address the challenges and nuances specific to social media data analysis.

4. RESULTS AND DISCUSSION

In this section, we present a framework for the extraction and processing of social media data (Figure 1). The proposed framework consists of a carefully designed sequence of steps. When followed, these steps enhance the credibility of social media data extraction, ensuring the acquisition of comprehensive, relevant, and reliable data.
Figure 1. Framework for extracting and processing social media data
4.1 The Framework

In the following sub-sections, we will delve into each step of this framework.

4.1.1 Define the Problem

The first step in the knowledge discovery process is to define the problem. In the case of social media data, this involves understanding the research question, the goals and the objectives of the research. In addition, it is crucial to identify constraints or limitations and determining the data that is available to be used. In essence, this step seeks to answer the question, “Given a specific research question, how do we define a search criterion such that the data collected is sufficient to answer the research questions?”. In the subsections below, we discuss some important ways of defining a search criteria.

1) Identify Relevant Hashtags

Hashtags are used on various social media platforms to search, organize topics, categorize content, find conversations about relevant topics, and join in on discussions. In essence, hashtags make it easier for users to quickly find topics of interest and engage with other users who are talking about the same topics. This helps to facilitate conversations, promote events, and allow users to locate relevant content easily. Additionally, hashtags can be used to draw attention to a tweet or a topic and indicate that a tweet is part of a larger conversation. Hashtags may also be used to start conversations, to join conversations, or to amplify existing conversations. By using hashtags, actors can participate in larger conversations and have their voices heard. When searching for data on social media, it is thus, crucial to identify all the relevant hashtags associated with the phenomenon under investigation.

However, searching social media platforms using hashtags is not always the best method for obtaining information, as the search results are limited to those posts that include the specific hashtag. This limits the scope of the search and the potential for obtaining a full picture of a particular topic. Additionally, the use of hashtags can be manipulated to skew the search results in a certain direction, as users may choose to include only certain hashtags in their posts and ignore any other related terms. This can lead to biased search results that do not accurately reflect the full range of opinions on the topic of interest. Finally, the same hashtags may have been used in unrelated conversations. Consequently, using hashtags alone may result in the extraction of irrelevant data. Therefore, while the use of hashtags can be a valuable tool in searching social media platforms, it is not always the best method for obtaining comprehensive, accurate information.
2) Identify Relevant Keywords or Phrases

Searching social media using keywords is often better than searching with hashtags because it allows one to be more specific in finding content. A hashtag may be too general, resulting in irrelevant or off-topic results, whereas a keyword search can be tailored to the exact query. Additionally, a keyword search allows for the discovery and extraction of content that does not include a specific hashtag but may still be relevant to the research question under investigation. It is thus crucial to identify a set of relevant keywords or phrases when conducting research on social media platforms like Twitter. By using well-chosen keywords, one can optimize the search results, making the research more efficient and comprehensive.

3) Define Location and Scope

Searching social media using location is a powerful tool for conducting research as it can provide valuable insights into people's attitudes, beliefs, and behaviors within a certain geographical area. This is particularly helpful for researchers looking to understand the experiences of people from a particular geographic region, as it allows for a more thorough analysis than national-level data. For example, researchers can compare the sentiment of tweets from different regions to better understand how different populations are responding to an event or issue. Location-based searches can also provide a better understanding of how a local issue plays out in real-time, including how people are talking about it and how their views may change over time. Additionally, location-based searches can help researchers identify influencers and opinion leaders in a given region, allowing them to better understand the dynamics of the local conversation. However, not all searches should be restricted to a particular geographical area. There are instances where the research question may seek to investigate a global phenomenon.

4) Date and Time Range

By searching within a specific timeframe, researchers can ensure that the search results are up-to-date and relevant to their research topic. Additionally, searching within specific dates allows researchers to find the most recent tweets related to their topic, which can provide valuable insights into current trends and events. For instance, by examining the conversation over time, researchers can gain an understanding of how public sentiment changes and how the conversation evolves. Furthermore, searching within specific dates can help researchers identify patterns and connections between different tweets, as they can compare the results of different searches and identify any commonalities between them. Searching X(formerly Twitter) within specific dates can allow researchers to observe the influence of certain individuals or organizations on the conversation and to
identify key influencers who have the ability to shape public opinion. This method can also be used to analyze the effectiveness of a particular promotional campaign or marketing strategy.

Setting specific time frames when collecting data on social media is paramount for a variety of research purposes. For instance, event-centred studies necessitate data extraction from a period directly surrounding the event to grasp public sentiment. Similarly, understanding the evolution or emergence of a trend over time requires segmenting data into distinct periods. Comparative analyses, seasonal studies, and longitudinal investigations all benefit from well-defined time windows, ensuring accuracy and relevance. Additionally, given the vast volumes of daily data on platforms like Twitter or Facebook, narrowed time frames offer more manageable and focused datasets.

When defining time frames for social media scraping, researchers must consider several factors:

a) **Objective Alignment**: Begin by aligning the research objective with the time frame. If studying reactions to a specific event, the time frame should encapsulate the days or hours surrounding that event.

b) **Tool or API Utilization**: Many social media scraping tools and platforms' APIs allow to specify exact 'from' and 'to' dates. Ensure you correctly set these parameters to narrow down the collection to your desired range.

c) **Time Zone Adjustments**: Considering the global nature of social media platforms, ensure differences in time zones are catered for. This ensures that capturing data accurately for the desired time in different regions.

d) **Platform Restrictions Awareness**: Consider any limitations the platform or API sets, such as data quotas for a given period. This might require breaking the desired time frame into smaller chunks or adjusting the range to fit within these limits.

5) **Identify User Accounts of Interest**

Searching Twitter from specific accounts can be beneficial in a variety of ways. First, it allows researchers to focus on the content of a specific account, which can provide a more in-depth analysis of the content than a broad search of all Twitter users. For example, a researcher may want to explore the opinions of a particular political leader, which can be accomplished by searching Twitter exclusively from that account. Additionally, searching Twitter from specific accounts can offer insight into the account's engagement with its followers. For instance, a researcher may want to explore the level of interaction between a brand and its followers, which can be easily accomplished by searching the brand's Twitter account. Finally, searching Twitter from specific accounts can provide a more comprehensive picture of the account's content over time, as the search results
can be divided into time frames to allow for analysis of content trends. This can be especially useful for researchers interested in examining how an account's content has changed over time. Overall, searching Twitter from specific accounts can provide researchers with valuable insights into the content and engagement of an account.

There is an undeniable necessity for targeted data collection from specific accounts, particularly when these accounts hold relevance to the subject under investigation. It is crucial to identify these key user accounts for the following reasons:

a) **Contextual Relevance and Influence**: We exist in a complex social fabric where certain individuals, often termed as 'influencers' or 'key opinion leaders', exert considerable influence over their audiences. Their viewpoints, content, and interactions can set the tone for entire conversations, debates, and trends. Mining data from these specific accounts provides a more in-depth understanding of the sentiments, narratives, and potential impacts they are creating.

b) **Accuracy in Analysis**: When addressing specific research questions or exploring particular themes, broad-based data collection can sometimes result in noise and reduce the precision of analysis. On the other hand, targeting accounts that are central to the conversation ensures that the collected data is directly relevant, improving the accuracy and efficacy of subsequent analyses.

c) **Unearthing Hidden Patterns**: Influential accounts often act as nodes or hubs in social networks. By focusing on these nodes, researchers can uncover intricate patterns of information flow, discerning how ideas spread, evolve, and gain traction.

### 4.1.2 Extract Data

Once the problem has been clearly defined, the search terms are established as the criteria for retrieving data from Twitter. It is important to note that this initial search might not yield a complete dataset that can be considered representative. Therefore, it is imperative to ensure a thorough search has been conducted by carefully examining the extracted data for potential sources of new and insightful knowledge that could necessitate adjustments to the search terms. However, it is worth acknowledging that a considerable amount of noisy data may have been collected. Consequently, prior to analyzing this data to extract new knowledge, an initial round of data cleaning is essential, starting with the removal of irrelevant information.
4.1.3 Remove Irrelevant Data

Social media data contains all sorts of noise as a result, the data collected needs to be cleaned to make it useful for analysis. There are many forms of cleaning the data however the initial step to cleaning the data would be to remove domain irrelevant data. Removal of irrelevant data from social media data prior to analysis involves identifying and removing erroneous, redundant, incomplete, or out-of-date data from the dataset. Irrelevant data removal is typically done by employing a combination of automated processes, such as data validation and data filtering, and manual processes, such as data scrubbing and data verification. This process involves removing outliers, correcting errors, and transforming data into a format that can be used for analysis. Once the irrelevant data is removed, the remaining data can be analyzed to draw meaningful insights. In this work we define irrelevant data as that which is "out of context", "out of time" or "out of geography".

a) **Out of context**: Irrelevant data on social media research can be defined as data that is unrelated to the research topic being studied. This can include posts, comments, and other user-generated content that is not directly related to the research topic. Examples of irrelevant data on social media research could include posts about current events, personal experiences, or topics unrelated to the research study. In order to ensure that data collected is relevant to the research topic, it is important to carefully review and filter out any posts or comments that are not directly related to the research topic.

b) **Out of time**: Involves data that may be relevant to the topic but that is outside the time scope of the current analysis.

c) **Out of geography**: This refers to data that is relevant both contextually and in terms of the time frame but not relevant due to geography. For instance, a person in Africa may comment on issues of current debate on racism in America. Although the comment and time period are relevant to the debate, the comment may be classified as irrelevant if the goal of the research is to investigate the comments made by people in America.

4.1.4 Extract Knowledge

The process of extracting knowledge from the data is essential as it can potentially lead to the discovery of new domain specific insights. These new found insights can be used to enhance the search criteria initially formulated during the problem definition phase. These refined search criteria subsequently guide the extraction of more data from Twitter, necessitating a subsequent removal of irrelevant information. To ensure data completeness this iterative cycle must continue until there is no new knowledge to extract. In this paper, we argue that data completeness is reached when no new insights can be learnt from the extracted data. The repetitive nature of knowledge extraction presents the possibility for duplicate data entries within the extracted content.
4.1.5 Clean and Process Data

This crucial step involves normalizing and removing data duplications which is essential for improving data quality for a more credible analysis result.

1) Normalize the Data

Normalize the data to ensure that it is in a consistent format. This may include converting dates to a standardized format, converting text to a uniform character encoding scheme, or converting numbers to a common unit.

2) Identify, Document and Remove Duplicate Data

Data duplication is a common problem in social media research, as multiple users may share the same content or information. This can cause issues with data accuracy, as the same content is being used multiple times and the data may not be representative of the population as a whole. Data duplication can also lead to skewed results, as the same content is being used multiple times in the analysis. However, data duplication may point to the importance of the content. As a result, such duplications should be recorded before being removed.

4.1.6 Extract Relationships

Extracting actors' relationships within social media data is pivotal for comprehensively understanding online ecosystems. By mapping these connections, researchers can discern the structure of social networks, pinpoint key influencers, trace the flow and evolution of information, and gauge sentiment dynamics. Such insights are instrumental for predictive modeling, crafting informed marketing or crisis management strategies, and enhancing recommendation system personalisation. However, with these benefits comes the responsibility of addressing ethical and privacy considerations, ensuring that data is used respectfully and transparently.

4.2 Discussion

The proposed framework for extracting and processing social media data from Twitter offers a systematic and comprehensive approach to conducting research in the digital age. It addresses various critical aspects of data collection, cleaning, and analysis, focusing on enhancing the credibility and reliability of research outcomes. This section discusses the significance and implications of this framework in the context of social media research and its potential for broader applications.
4.2.5 Data Quality and Credibility

Data quality is a paramount concern in any research, and it is particularly challenging in the context of social media data. The framework underscores the importance of rigorous data cleaning and normalization, specifically removing irrelevant information. This is essential to ensure that the insights derived from the data are accurate and reliable. By defining "irrelevant data" as that which is "out of context," "out of time," or "out of geography," the framework provides clear guidelines for researchers to distinguish valuable data from noise. This approach contributes to the overall credibility of research findings.

4.2.6 Flexibility and Adaptability

One of the strengths of the framework lies in its flexibility. It recognizes that different research questions may demand different data collection and analysis criteria. Offering options such as hashtags, keywords, geographical filters, and time frames allows researchers to tailor their approach to the specific needs of their study. Moreover, the iterative nature of data and knowledge extraction enables adaptability, ensuring that research criteria can be refined as new insights emerge. This adaptability is especially crucial in the ever-evolving landscape of social media.

4.2.7 Beyond Twitter

While the framework is primarily tailored for Twitter, it is worth noting that many of its principles and processes can be adapted for other social media platforms. The digital age has seen the proliferation of various social media channels, each with its unique data characteristics. Researchers can leverage the framework's systematic approach as a blueprint for conducting research on different platforms, ensuring that the data they gather remains comprehensive, relevant, and reliable.

4.2.8 Future Directions

As social media continues to evolve, so do the methods and tools for data collection and analysis. Future research may explore ways to integrate emerging technologies, such as natural language processing and machine learning, to automate certain aspects of the framework, further enhancing efficiency and accuracy. Additionally, the framework's applicability to different research domains, from marketing and public opinion analysis to crisis management and sentiment monitoring, opens the door to exciting opportunities for cross-disciplinary collaboration.
5. CONCLUSION

In summary, this paper has introduced a comprehensive framework for the extraction and processing of social media data. The framework involves a series of well-defined steps, including problem definition, data extraction, cleaning, knowledge extraction, and relationship analysis.

The key emphasis is on the importance of clearly defining the research problem and setting search criteria, the process of data extraction, the crucial step of data cleaning to remove irrelevant information, and the iterative nature of refining the search criteria. Data normalization and the removal of duplicate data are highlighted as essential for data preparation. The framework also emphasizes the significance of extracting relationships among actors in social media data.

By following these systematic steps, researchers can enhance the credibility of their work, ensuring that the data they gather is both comprehensive and reliable. While the framework is tailored for Twitter, its principles and processes can be adapted for other social media platforms. In the digital age, where social media is a primary source of information and communication, this framework prioritizes data quality through cleaning and processing steps, equipping researchers to navigate this complex landscape, uncover valuable insights, and inform decision-making and innovation.
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