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Abstract 
 

Concentration Stream for a major is a process where students focus their attention on a 
specific discipline according to their interests. The purpose of specialization is to better 
orient students to the knowledge they have gained from previous courses, so that they 
can have a clearer focus. In the Informatics Engineering study program at Bina Darma 
University there are 3 concentrations, namely: Software Engineering, Network 
Engineering, Data Analytics. The absence of a system that helps students choose a major 
concentration makes it quite difficult for students to know their academic abilities. By 
looking at these problems, this research aims to build a Recommendation system for 
selecting Mk-Stream Concentrations using the K-Means grouping approach using the K-
Means cluster method. Where student academic achievement data from the first semester 
to the 4th semester is used as a variable in the calculations. 
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1. INTRODUCTION  
 
The Informatics Engineering study program is one of the study programs 
available at universities which aims to produce graduates who are able to design, 
develop and implement information technology solutions. In the Informatics 
Engineering department at Bina Darma University, there is a 
concentration/specialization called Stream. In the study program in question, 
students will explore fundamental principles [1]. programming, data structures, 
algorithms, application development, computer networks, databases, information 
security, and web technology. Informatics Engineering students will also be 
trained to develop skills in problem analysis, critical thinking skills, and good 
communication skills [2]. Graduates of this study program have excellent career 
prospects in the field of information technology, ranging from being 
programmers, systems analysts, network administrators, web developers, to IT 
managers [3].  
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Choosing a concentration in student academic activities is not an easy thing 
because it really depends on the student's abilities, therefore careful 
consideration is needed so that students do not make a mistake in choosing the 
desired concentration. This often happens when final semester students do their 
final assignment but it does not match their field of ability [4]. Choosing a 
concentration haphazardly without careful consideration can have a negative 
impact on students, namely difficulty in absorbing lecture material. Therefore, a 
special method is needed that students can use to determine student 
concentration. One of the methods used is the K-Means method [5]. 
 
This K-means method is a method of clustering function so that data that has 
the same characteristics is grouped in the same cluster. Clustering is a technique 
used for data mining functionality. The clustering algorithm is grouping data into 
certain data groups (clusters) [6]. The main objective of this research is to 
implement data mining techniques using the K-Means algorithm to group data 
from students taking the Informatics Engineering-S1 study program based on 
their academic performance. It is hoped that the results of this grouping will 
provide new and useful information as advice in determining the right 
concentration path for students [7]. The data analyzed includes information 
about students, their academic records, such as KHS and transcripts from 
semesters 1 to 4. The information resulting from this analysis can be one of the 
options considered by study programs to provide advice to students regarding 
the choice of appropriate concentration paths. with their abilities [8]. 
 
Concentration or specialization refers to the focus that students have on a 
particular field of study that suits their interests . The aim of this concentration is 
to direct students more deeply into the knowledge they have acquired from 
previous courses. Therefore, this research aims to apply data mining methods, 
especially grouping techniques using the K-Means algorithm [9]. This is done so 
that students can be grouped based on their academic abilities, and the results of 
this grouping can be an alternative for study programs in providing 
recommendations to students about the appropriate concentration path for them 
to choose [10]. 
 
2. METHODS 
 
K-Means algorithm is a popular clustering technique used in data mining and 
machine learning. It is a partitioning method that aims to divide a dataset into K 
distinct, non-overlapping clusters. The algorithm works by iteratively assigning 
data points to the nearest cluster center and then updating the cluster centers 
based on the mean of the data points in each cluster. This process continues 
until convergence, resulting in K clusters where each data point belongs to the 
cluster with the nearest mean. In summary, the K-Means algorithm is used for 
unsupervised clustering and helps group similar data points together into 
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clusters, making it easier to analyze and understand the underlying structure in 
the data. To provide guidance in designing this research, a structured plan is 
needed that outlines the steps. This plan is a series of stages carried out to solve 
the problems in this research. This research has a series of processes which will 
be shown in the illustration Figure 1. 
 

 
 

Figure 1. Clustering Algorithm K-Means Methods 
 
Based on the structure of the research framework described previously, the 
discussion steps in the research are as follows: 
 
2.1. Study Literature  
 
In this step, researchers use various available document sources to access data 
and information that is relevant for research. Researchers extract data from 
various sources, including books, journals and websites that are relevant to the 
problem being investigated. The main goal is to collect information that will be 
useful in the research process [12]. 
 
2.2. Identify the Problem 

 
In the first stage, researchers identify the problem. The purpose of this step is to 
help researchers collect information about the problems contained in the 
research object, with the aim of finding the root of the problem which will 
become the basis of this research [11]. 
 
2.3. Data Collection 
 
In this stage, researchers apply data collection methods, which involve field 
observations and document analysis. Field observations were carried out directly 
to collect relevant information [13]. 
 
3. RESULTS AND DISCUSSION 
 
A result was found where the recommendations for stream selection for 
informatics study program students using the k-means algorithm clustering 
method would be selected automatically when calculating variable variables to 
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better direct students to choose a concentration according to what they desired 
and the student's abilities. 
 
In the first stage, the researcher identifies the problem. The purpose of this step 
is to assist researchers in identifying what problems occur, for example, in this 
study regarding the K-Means algorithm clustering method in student stream 
selection recommendations. 
 
3.1 Manual K-Means Clustering Calculation 
 
The application of the K-Means method for grouping was carried out on 172 
examples of student data. The data generated from the following process can 
produce the required group data, which can later be applied in the classification 
stage. To identify recommended data groups for selecting majors in higher 
education, the clustering method is used. One of the techniques used is the K-
Means method, which is a distance-based clustering algorithm to group data into 
several groups. It is important to note that this method only applies to attributes 
that have numeric values The stages in computing K-Means Clustering include: 
Identifying the desired number of groups for data, Selecting the center point for 
each group, Adding up the distance between each data point at the center point 
of each cluster, Grouping objects into clusters based on proximity to each other. 
center point (centroid) and If the results of the new data grouping are identical to 
the results of the previous grouping, then the calculation is considered complete. 
 
3.1.1  Data Collection 
 
Data analysis is needed to identify students who have potential, applying the K-
Means clustering approach to group them according to their abilities and 
expertise. This academic data includes student grades derived from the results of 
their studies each semester. To carry out analysis and grouping potential 
students, we need sample data. This sample data was obtained by accessing 
student achievement data for the 2020 Informatics Engineering Study Program 
from student data on the server. We have taken care of the necessary 
permissions from DSTI to access this data. The object of our research is the 
academic data of students from the 2020 and 2021 classes, as in the Figure 
below. 

Table 1. Student Academic Data 2020-2021 

Nim Course Name sks Score semester 

201410026 Multimedia 2 E 2 
201420001 Work lectures 2 E 0 
201420001 Algorithms and Programming 3 A 1 

201420001 
Computer architecture and 

organization 
3 B 1 
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Nim Course Name sks Score semester 

201420001 Calculus 3 B 1 

201420001 
Introduction to Information 

Technology 
3 A 1 

201420001 Programming practicum 3 A 1 
201420001 Computer Network 1 3 B 2 
201420001 Discrete Mathematics 3 B 2 
201420001 Introduction to Multimedia 3 A 2 

201420001 
Data Structure Procedures and 

Advanced Algorithms 
2 A 3 

201420001 Operating System (OS) 2 A 3 

201420001 
Advanced data structures and 

Algorithms 
2 C 3 

201420001 Numerical analysis 4 A 3 
201420001 Database 2 A 3 
201420001 Human and computer interaction 2 A 3 
201420001 Computer Network 2 2 A 4 
201420001 Database practicum 4 A 4 
201420001 Software engineering 2 A 4 
201420001 Probalitas Statistics 4 A 4 
201420001 Web programing 2 A 4 
201420001 Linear algebra 2 A 4 
201420001 Non rational database 4 A 4 
201420001 Computer graphics 2 A 4 
201420001 IT enterpreneurship 2 A 4 
201420001 Artificial Intelligence 2 A 4 
201420001 Industry Introduction Lecture 2 A 4 
201420001 Object-oriented programming 4 B 4 
201420001 Graph theory 2 A 4 

 
The data above is a display of the entire data from the 2020-2021 class of 
students after being combined into one CSV file. Scraping was carried out for 
each category, each of which took 100 pages. The total amount of data after 
being combined was 1,609 rows and 6 columns. 
 
3.2   Data preprocessing 
 
3.2.1   Data Cleaning 
 
In the data cleaning stage regarding student information, KHS, and transcripts, a 
number of actions will be carried out. The initial step is to delete empty data 
(null) and unrelated (irrelevant) data, inconsistent data, and data entered with 
errors. After that, in the data merging process, we will create a new data set using 
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the attributes that have been previously defined. The attributes that will be 
included in this new dataset include Student Identification Number, GPA, 
Semester Achievement Index 1 to 4, average value of supporting courses in the 
fields of SC (Computer Systems) and RPLD (Software and Data Engineering), as 
well as average -average course grades in the SC and RPLD specialization fields, 
as well as other specializations. 
 

Table 2. Cleaned Data 

Nim Course Name sks Score Semester 

201420001 Algorithms and Programming 3 A 1 

201420001 
Computer architecture and 

organization 
3 B 1 

201420001 Programming practicum 3 A 1 
201420001 Computer Network 1 3 B 2 
201420001 Database  2 A 3 
201420001 Computer Network 2 4 A 3 
201420001 Database Practicum 2 A 3 
201420001 Web programaming 4 B 3 
201420001 Non rational database 4 A 4 
201420002 Algorithms and Programming 3 E 1 

201420002 
Computer architecture and 

organization 
3 E 1 

201420002 Programming practicum 3 E 1 
201420003 Computer Network 1 3 E 1 
201420003 Database  3 A 3 
201420003 Computer Network 2 3 B 3 
201420003 Database Practicum 3 A 1 
201420003 Web programaming 3 B 2 
201420003 Non rational database 3 A 3 
201420004 Algorithms and Programming 3 B 3 

201420004 
Computer architecture and 

organization 
2 A 3 

201420004 
Computer architecture and 

organization 
4 A 4 

201420004 Programming practicum 3 A 1 
201420004 Computer Network 1 3 C 1 
201420004 Database  3 A 1 
201420004 Computer Network 2 3 B 1 

 
3.2.1   Data representation 
 
In the Informatics Engineering study program at Bina Darma University there 
are 3 concentrations, namely: Software Engineering, Network Engineering, Data 
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Analytics. The following are several Stream courses in the informatics 
engineering study program. 
 

Tabel 3. Initial Center Point (Centroid) Determination Table 
Nama Matakuliah A B C D(P1,C) D(P1,1) 

Algoritma & Pemrograman 3 B 1 0 1 
Arisitektur dan organisasi 

Komputer 3 B 2 1 0 
Praktikum pemrograman 2 A 3 2,23 1,41 

Jaringan komputer 1 3 A 1 0 1 
Basis data 4 B 3 2,33 1,41 

Jaringan komputer 2 2 A 3 2,33 1,41 
Praktikum basis data 4 B 3 2,33 1,41 

Web programing 3 C 1 0 1 

Basis data non rekasional 2 A 3 2,23 1,41 

 
Tabel 2. Tabel Centroid 

Centroid A B 

1 3 1 
2 3 2 

 
Measure the distance of data to the nearest centroid using the Euclidean 
Distance method by calculating it as follows. 
 

 
Where  Xi is the ith object in cluster c, Yi is the ith object in cluster y, and N is 
the total number of objects in the cluster. For example, let's calculate the 
distance between object 1 and the center point in cluster 1. 
 

d(p
1
, c1)=√(p

1
a-c1a).2+(p

1
b-c1b).2 

 

√(3-3).2+(A-A).2+(1-1).2 
 
The total distance of the 2nd object to the center of cluster 2, namely: 
 

d(p
2
, c1)=√(3-3).2+(2-1).2 

 
The total distance of the 3rd object to the center of cluster 3, namely: 
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𝑑(𝑝3, 𝑐1)=√(2 − 3).2+ (3 − 1).2=2,23 
 
The total distance of the 4th object to the center of cluster 4, namely: 
 

𝑑(𝑝4, 𝑐1)=√(3 − 3).2+ (1 − 1).2=0 
 
The total distance of the 5th object to the center of cluster 5, namely: 
 

𝑑(𝑝5, 𝑐1)=√(4 − 3).2+ (3 − 1).2=2,23 
 
The total distance of object 6 to the center of cluster 6, namely: 
 

𝑑(𝑝6, 𝑐1)=√(2 − 3).2+ (3 − 1).2=2,23 
 
The total distance of the 7th object to the center of cluster 7, namely: 
 

𝑑(𝑝7, 𝑐1)=√(4 − 3).2+ (3 − 1).2=2,23 
 
The total distance of the 8th object to the center of cluster 8, namely: 
 

𝑑(𝑝8, 𝑐1)=√(3 − 3).2+ (1 − 1).2=0 
 
The total distance of object 9 to the center of cluster 9, namely: 
 

𝑑(𝑝9, 𝑐1)=√(4 − 3).2+ (4 − 1).2=3,16 
 
The total distance of object 10 to the center of cluster 10, namely: 
 

𝑑(𝑝10, 𝑐1)=√(2 − 3).2+ (3 − 1).2=2,23 
 
The total distance of object 11 to the center of cluster 11, namely: 
 

𝑑(𝑝11, 𝑐2) = √(𝑝1𝑎 − 𝑐2𝑎).2+ (𝑝1𝑏 − 𝑐2𝑏).2 

=√(3 − 3).2+ (1 − 2).2=1 
 
The total distance of object 12 to the center of cluster 12, namely: 
 

𝑑(𝑝12, 𝑐2)=√(3 − 3).2+ (2 − 2).2=0 
 
The total distance of object 13 to the center of cluster 13, namely: 
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𝑑(𝑝13, 𝑐2)=√(2 − 3).2+ (3 − 2).2=1,41 
 

The total distance of object 14 to the center of cluster 14, namely: 
 

𝑑(𝑝14, 𝑐2)=√(3 − 3).2+ (1 − 2).2=1 
 
The total distance of object 15 to the center of cluster 15, namely: 
 

𝑑(𝑝15, 𝑐2)=√(4 − 3).2+ (3 − 2).2=1,41 
 
The total distance of object 16 to the center of cluster 16, namely: 
 

𝑑(𝑝16, 𝑐2)=√(2 − 3).2+ (3 − 2).2=1,41 
 
The total distance of object 17 to the center of cluster 17, namely: 
 

𝑑 (𝑝17, 𝑐2)=√(4 − 3).2+ (3 − 2).2=1,41 
 
The total distance of the 18th object to the center of cluster 18, namely: 
 

𝑑(𝑝18, 𝑐2)=√(3 − 3).2+ (1 − 2).2=1 
 
The total distance of object 19 to the center of cluster 19, namely: 
 

𝑑(𝑝19, 𝑐2)=√(4 − 3).2+ (4 − 2).2=2,23 
 
The total distance of 20 objects to the center of cluster 20, namely: 
 

𝑑(𝑝20, 𝑐2)=√(2 − 3).2+ (3 − 2).2=1,41 
 
Centroid Point, 

𝑋𝑏𝑎𝑟𝑢 =
𝑥1+𝑥4 + 𝑥8

3
=

3 + 3 + 3

3
= 3 

𝑌𝑏𝑎𝑟𝑢 =
1 + 1 + 1

3
= 1 

𝐶𝑙𝑢𝑠𝑡𝑒𝑟 =
𝑥2 + 𝑥3 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥9 + 𝑥10

3
                      

=
3 + 2 + 4 + 2 + 4 + 4 + 2

3
=

21

3
= 3 

𝑌𝑏𝑎𝑟𝑢 =
2 + 3 + 3 + 3 + 3 + 4 + 3

7
=

21

7
= 3 
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3.2.2   Model Evaluation 
 
Model evaluation in the research "Stream Clustering for Selection 
Recommendations Using the K-Means Algorithm: A Case Study in the 
Informatics Study Program" is crucial to measure the quality of clustering and 
the model's performance in dealing with streaming data. Metrics such as Inertia 
and Silhouette Score are used to assess the quality of clustering, while metrics 
like Modified Rand Index and Dynamic Euclidean Distance are employed to 
evaluate the model's performance on the evolving stream of data. Furthermore, 
real-time evaluation by periodically calculating the Silhouette Score can provide 
insights into the model's performance in a continuous data stream scenario. 
Cross-validation helps measure the overall model performance, while business 
impact evaluation is a crucial step to understand how much value the model adds 
in delivering better selection recommendations in the Informatics study program. 
The combination of these metrics and evaluations helps gauge the success and 
relevance of the model in the context of the conducted research and enables 
necessary improvements. At this stage, several plots will be displayed to see the 
performance results of the K-Means cluster method. The image below is a PCA 
plot which shows a two-dimensional visualization depicting data that has been 
dimensionally reduced using PCA. 
 

 
Figure 2. PCA Plot K-Means 

 
Then the image below is a Distribution Plot. This plot displays the distribution 
of data or how much data each cluster has. It can be seen that cluster 1 is the 
cluster that has the most data with more than 800 data. Apart from that, there is 
also other data which is explained in the K-Means Plot Distribution image. In 
cluster 0 there are 380 data and in cluster 2 there are 450 data. 
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Figure 3. K-Means Plot Distribution 

 
And the following image is a Distance Plot. This plot displays the distance from 
the point or center of the cluster that has been created. In this plot, it can be 
seen that K-Means can separate clusters quite well in clusters 1 and 3. 
 

 
Figure 4. Distance Plot K-Means 
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3.3  Determining the Path of Interest 
 
The characteristics of the three clusters formed will be studied further in order to 
gain insight into the extent to which they are compatible with existing vocational 
pathways. This suitability assessment will be carried out by connecting it using 
the attributes in the specialization, the average course value (MK) in the SC 
specialization, and the average MK value in the RPLD specialization. In this way, 
we can explore information and patterns of student characteristics based on their 
academic abilities in accordance with existing specialization paths. In this cluster, 
87% of the total 1069 students chose the Software Engineering route, while 75% 
of the 1069 students chose the Network route. This indicates that this cluster is 
dominated by students who choose Software Engineering rather than 
Networking. In addition, 97.5% of 1069 students chose the Data Analytics 
pathway. 
 
3.4  Measuring the Level of Recommendation Accuracy 
 
To assess the level of accuracy of the recommendations produced, a comparison 
is carried out with the previous recommendation system to evaluate the accuracy 
regarding the specialization path that the student will choose. Which resulted in a 
comparison using 1069 data showing that the accuracy level of the 
recommendations made was 81%, while the accuracy level of the old 
recommendation system was only 7.55%. 
 
3.4  Deployment 
 
In this step, create a report based on the insights obtained through the data 
mining process. This was achieved by applying a data mining method that uses 
the K-Means algorithm on student data registered in the Undergraduate 
Informatics Engineering Study Program in the 2020-2021 academic year, 
successfully providing suggestions for selecting a specialization path that is in 
accordance with the student's academic competence. So this can be used as an 
alternative recommendation provided by the Undergraduate Informatics 
Engineering study program to students. This information can be a guide for 
students who feel confused when choosing a stream that suits their level of 
academic expertise. 
 
4. CONCLUSION 
 
From this research, the use of the grouping method using the K-Means method 
in data analysis resulted in the formation of three groups of students based on 
their academic abilities. It is hoped that this analysis will have a positive impact 
on IT study programs in the future, as one of the many recommendation options 
that can be suggested to students in the context of determining a suitable 
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specialization path based on their level of academic strength. The results of the 
comparison used to evaluate the level of accuracy of recommendations show 
that the level of accuracy of recommendations based on the specialization 
chosen by students reaches 81%. Meanwhile, the level of accuracy of the system 
used to provide previous advice related to determining the path of interest taken 
by students only reached 7.55%. 
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