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Abstract 

 
This study aims to analyze clusters based on the area and population density of the area 
and population density of the area in DKI Jakarta Province in 2015 using the data mining 
method by clustering as the first step in planning for population equality. The subject of 
analysis in this study is a village located in the province of DKI Jakarta which is recorded 
based on the area and population density in each sub-district until 2015 with several stages, 
namely data understanding, data processing or cleansing, cluster tendency assessment, 
clustering, cluster review. From this study, the results were obtained that the data tended 
to be clustered because the statistical value of Hopkins was close to the value of 0 and in 
VAT there was a vague picture of clusters that might be formed. Based on this, cluster 
creation is carried out using the K-Means Algorithm.  Based on the results, there are 3 
clusters formed, namely cluster 0 (not densely populated), cluster 1 (medium population 
density), and cluster 2 (densely populated). These results can be used as a basis for policy 
making in population management. 
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1. INTRODUCTION 

 
The area of DKI Jakarta is around 662.33 km2 with a population density of DKI 
Jakarta in 2020 reaching 16,704 people / km2[1], [2] . of course, this makes the 
DKI Jakarta area filled with many residents rather than the predetermined area. In 
addition, based on existing regulations and regional boundaries, DKI Jakarta is 
divided into 5 Municipality areas and 1 Administrative Regency, namely Central 
Jakarta, West Jakarta, East Jakarta, South Jakarta, North Jakarta, and the Thousand 
Islands. The DKI Jakarta area itself is in the south of the Java Sea, then the east 
side which borders Bekasi city, then if the south is bordered by Bogor City, then 
the west is bordered by Tangerang City. With each of the 6 regions it is headed by 
an elected Mayor. The total area of DKI Jakarta itself has 43 sub-districts and 268 
sub-districts [3], [4]. 
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Data collection every year will continue to be carried out by the competent 
authorities. The data collection is carried out to find out the growth of the 
community, especially in DKI Jakarta which is getting denser from year to year. 
Data collection is also carried out based on the villages in each region. From these 
data, it can be known which areas have an increasing population every year. As 
stipulated in Law Number 24 of 2013 concerning Population Administration, 
population data collection is carried out for public services, development planning, 
allocation, democratic development, law enforcement and crime prevention. [5] 
 
The problem of overcrowding occurs in several urban villages in DKI Jakarta. 
However, in several other villages, the population density is still low compared to 
the area of the village. This data was obtained from population data from the DKI 
Jakarta Provincial Population and Civil Registration Service which was made on 
April 25, 2016. An example of the uneven population density in DKI Jakarta 
Province is as happened in Jelambar Baru and South Grogol villages which 
experienced a population density with a population density of more than 150 
thousand but an area of less than 1 km2. On the other hand, there are villages such 
as Rorotan and Kamal Muara whose area is more than 10 km2 but the population 
is less than 5000. If the population density is classified into three classifications of 
High, Medium, and Low based on the average level of all population density in 
DKI Jakarta Province, the result is that Jelambar Baru village is included in the 
High category, South Grogol is included in the medium category, and other areas 
are included in the Low category. This happens because of the difference in density 
levels that are very far in the two regions compared to other regions in DKI Jakarta 
Province. It also shows that the distribution of the population is not evenly 
distributed. This is quite different when viewed based on the category of 
population density according to the Ministry of PUPR. 42% of DKI Jakarta 
Province is included in the High-density category, 19% is included in the medium 
density category, and the remaining 40% is included in the Low-density category. 
A fragment of the density status from the DKI Jakarta area data can be seen in 
table 1 below with R being Low density, S being medium density, and T being 
High density.[6][7] 
 

Table 1. Examples of population density data 

No Regency District Neighborhoods 
Area 
(km2) 

Density 
(soul/km2) 

Density 
Status 

1 East 
Jakarta 

Makasar Halim perdana 
kusumah 

13.07 2623.41 R 

2 Central 
Jakarta 

Gambir Cideng 1.26 15108.40 S 

3 West 
Jakarta 

Palmerah Palmerah 2.33 30680.25 T 

4 West 
Jakarta 

Tambora Pekojan 0.78 35262.21 T 
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5 Central 
Jakarta 

New Johar High ground 0.62 73374.54 T 

 
These various strategies and planning for population equality cannot be done 
directly without a basis of data reference. One of the initial stages is to understand 
the current conditions, namely by analyzing data on population, especially 
regarding data on population density levels in each region. One way that can be 
used to support the analysis of data conditions is by dividing or grouping regions 
and in this study is based on the level of population density. This is done so that 
it can be known how many regional groups and which regions are included in the 
group so that they can be used as recommendations and considerations in the 
preparation of the next strategy. One of the methods in the division or grouping 

of data to describe data is with [8], [9]clustering analysis techniques.[10] 
 
Population density is something that needs to be analyzed far so that it can be 
managed so that it does not cause further problems. Population data collection is 
carried out automatically through information systems starting from can be one of 
the methods to support monitoring the movement of population density. Further 
population density analysis can be carried out by the cluster analysis method. This 
cluster analysis is carried out by the method of clustering. This method is stated to 
have succeeded in forming population density clusters in various regions in 
Indonesia with diverse attribute approaches, such as ranging from population 
attributes to gender attributes, age, human development index ([18][19]–
[21][22][23]Human Development Index), school participation rate, and 
unemployment rate. With most of the clustering is done with the K-Means 
algorithm.[24] 
 
The K-Means algorithm can be used to form a cluster if the cluster that is expected 
to form is not hierarchical. In addition, there are several other provisions in the 
application of this algorithm, namely the number of clusters that are expected to 
be formed has been determined in advance and the data attributes used must be 
numerical or numerical. For the hatching of the number of clusters can be done 
in several ways for example the elbow method, silhouette, and so on. Cluster 
formation with the K-Means algorithm uses the distance calculation method. 

Distance calculations generally use [11][25][26]the Euclidean method (Euclidean 
Distance), although nevertheless this distance calculation method can be modified 
using other distance calculation methods[25][27]. 
 
Identification of urban clusters based on area and population density in DKI 
Jakarta province in this study was carried out with the K-Means Algorithm. The 
formation of regional clusters with K-Means was chosen because the clusters 
formed are partial or non-hierarchically suitable for this study. In general, cluster 
formation is carried out by grouping a set of objects that have a high level of 
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similarity compared to other objects in different groups or clusters. The calculation 
of the degree of similarity in the K-Means algorithm is to calculate the distance 
between objects. The closer the distance between objects, the objects are 
considered to have a high level of similarity, on the other hand, if the distance 
between objects is far away, it is considered that the objects have a low level of 
similarity[11][12]. 
 
2. METHOD 
 
This research is a data mining method with a focus on cluster analysis. The stages 
of this study can be seen in figure 1. This research began with determining the 
purpose of the study, namely the analysis of the DKI Jakarta area cluster based on 
its population density. Based on this goal, the next stage is the search and 
collection of data on population density in DKI Jakarta. After the data is collected, 
the data needs to be understood by paying attention to what aspects of data 
attributes are available and what are needed and the quality of the data. At the data 
processing stage, data cleaning, duplication deletion, and other activities were 
carried out to improve data quality and the selection of attributes to be used in this 
study was carried out.  The next stage is a cluster tendency assessment or cluster 
tendency assessment which is carried out to see if there is a cluster tendency in the 
data that is the subject of the study. If it is judged that there is a tendency to 
clusters, the next step is to determine the number of clusters to be formed by the 

elbow and silhouette methods to find the most optimal number of clusters. 
Furthermore, cluster formation is carried out where the parameters for this 
clustering are based on the number of inhabitants and area according to the 
attributes in the dataset, which is then followed by the analysis stage of the cluster 
formed.

 
Figure 1. Research Framework  

 
At the stage of cluster formation, the K-Means Clustering algorithm is used. K-
Means Clustering is one of the algorithms that is widely used in carrying out cluster 
formation. The stages of K-Means algorithm in the Clustering process are depicted 
in Figure 2. The distance calculation in this study uses the Euclidean distance 

formula [28].  
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Figure 2. Workflow K-Means Clustering Algorithm 

 
 

3. RESULT AND DISCUSSION 
 
The following is the result of the work on this research whose stages have been 
described in the previous section. 
 
3.1 Search and Data Collection 
 
The data that will be used in this study comes from the official website of the 
Integrated Data Portal of the DKI Jakarta Provincial Government, namely 
datajakarta.go.id. This data is population data obtained from the DKI Jakarta 
Provincial Population and Civil Registration Service, which was made on April 25, 
2016, and last updated on May 23, 2018. 
 
3.2 Understanding Data 
 
The data used consists of 267 rows with attributes: Year, nama_provinsi, 
nama_kabupaten, nama_kecamatan, nama_kelurahan, luas_wilayah_(km2), 
kepadatan_(soul/km2). In this study, clustering will only use two attributes, 
namely luas_wilayah_ (km2), kepadatan_ (soul / km2). Here is an example of the 
data for which the analysis will be carried out, presented in Table 2.  
 

Table 2. Example of dataset fragments 
Name 

regency 
Name 
district 

Name 
Neighborhoods 

Area (km2) Density 
(soul/km2) 

East Jakarta Makasar Halim perdana 
kusumah 

13.07 2623.41 

Central Jakarta Gambir Cideng 1.26 15108.40 

West Jakarta Palmerah Palmerah 2.33 30680.25 

West Jakarta Tambora Pekojan 0.78 35262.21 

Central Jakarta New Johar High ground 0.62 73374.54 

 
The description of the data can be seen in figure 3 (a). From the description of the 
data, it was obtained that there are 267 rows and 2 columns that will be used later. 
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The data type on both columns to be used is float. In this dataset, there is also no 
blank data on both attributes.  
 

Furthermore, outlier detection of the data is carried out using scatterplot. The 
results of the scatterplot chart from the data used in this study can be seen in figure 

3 (b) below. From the scatter chart, there are some outlier data that can affect the 
clustering results, namely data that has a population density value of >80,000. This 
outlier data will be processed at a later stage. 
 

 

  
 (a)  (b) 

 
Figure 3.  Dataset; (a) Description of the data; (b) Garfik scatter 

 

3.3 Data Processing 
 
In the previous stage, the outlier data in the dataset was identified. This outlier 
data was deleted so that there were some changes, namely the number of rows of 
data that was previously 267 reduced to 262, and the overall statistical value. The 
significant change that occurred was the max value, which was previously above 
300,000, currently changing to 73374.54. The overall results of the data description 
after the outlier deletion process can be seen in figure 4 (a).  From the scatterplot 

chart (Figure 4 (b)) after the outlier data is removed, the scatter plot chart looks 
clearer, and the data is assessed as ready for clustering. 
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 (a)  (b) 

Figure 4.  Data from outlier deletion processing;   
(a) Data description); (b) Scatter chart 

 

3.4 Cluster Tendency Assessment 
 
At this stage, a data tendency assessment of the clustering method will be carried 
out using a Virtual Assessment of cluster Tendency (VAT) and Hopkins statistics 
whose results can be seen in figure 5.  Nilai Hopkins statistic obtained is 0.3585, 
it can be concluded that this data tends to be clustered because the value is close 
to 0. This is reinforced by VAT where on the VAT chart it can show a vague 
picture of the clustering that will be formed later. 
 

 
Figure 5. VAT chart 

 

3.5 Cluster Formation 
 
After the data is assessed, it tends to be clustering. Furthermore, the clustering 
process is carried out using K-Means Clustering. In conducting K-Means 
Clustering the first thing to do is to determine the number of clusters to be formed. 
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To do so will be used elbow and silhouette methods. The results of the elbow 
method and the silhouette value can be seen in figure 6 [29]. From the elbow chart, 
the elbow point is at point 3, this means that the optimal cluster value for this data 
is 3. This is also supported by the silhouette method where the number of clusters 
3 has the highest average silhouette value compared to the number of other 
clusters. 
 

 
 

Figure 6. The results of the elbow and silhouette score method 
 
After obtaining the number of clusters to be formed, cluster formation will be 
carried out using the K-Means algorithm. Cluster results based on their centroid 
can be seen in table 3.  
 

Table 3. Centroid Cluster 
Cluster Density (Soul/Km2) Area (Km2) 

0 18690.1 2.8 

1 23275.6 2.3 

2 36089.2 1.2 

 
 
3.6 Cluster Analysis 
 
The visualization of the formed clusters can be seen on the two-dimensional 
Scatter Plot Chart in figure 7. 
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Figure 7. Cluster Visualization 

 
From the graph in figure 7, there are three clusters formed which are divided based 
on the value of the density of life / km2. Where the three clusters are can be 
articulated as follows: 
 

Cluster 0: low density of people / km2 (< 20000) 
Cluster 1: density of life / km2 medium (20000 – 40000) 
Cluster 2: density of people / km2 high (> 40000) 

 
From these data, it can be concluded that Cluster 2 is a densely populated cluster, 
Cluster 1 is a medium population density cluster, and Klaster 0 is a cluster with a 
low population density.  Table 4 contains sample data from each cluster. 
 

Table 4. Sample Data with Cluster Results 

Name 
regency 

Name 
district 

Name 
Neighborhoods 

Area 
(km2) 

Density 
(soul/km2) 

Cluster 
Results 

Criteria 
based on 

PUPR 

East 
Jakarta 

Makasar Halim perdana 
kusumah 

13.07 2623.41 0 / R R 

North 
Jakarta 

Cilincing Cideng 1.26 15108.40 0 / R S 

West 
Jakarta 

Palmerah Palmerah 2.33 30680.25 1 / S T 

West 
Jakarta 

Tambora Pekojan 0.78 35262.21 1 / S T 

Central 
Jakarta 

New 
Johar 

High ground 0.62 73374.54 2 / T T 

 
The cluster results produced by K-Means compared to the classification of 
population density based on the Ministry of PUPR resulted in an accuracy rate of 
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53%. The biggest cluster difference is in cluster 2 or Medium. More details can be 
seen in the following table. 

 
Table 5. Matrix Comparison of Density Categories: PUPR and Laster K Results 

Based on PUPR 
T S R 

Cluster Results 

T 35 0 0 

S 69 0 0 

R 7 50 106 

 
From the 6 examples in table 4, there is indeed an uneven population which is 
then divided into cluster 0, cluster 1, and cluster 2. Therefore, to form an even 
population, this can be a reference for the provincial government not to add 
residents to densely populated cluster areas.  The DKI Jakarta government needs 
to make policies to support equal distribution of population in the DKI Jakarta 
area. 

 
4. CONCLUSION 
 
The clustering technique carried out in this study went through several stages 
ranging from data collection, data understanding, data processing to improve data 
quality and attribute selection, cluster tendency assessment, cluster formation, to 
cluster analysis. Clustering with the K-Means method carried out on areas in DKI 
Jakarta Province on population density and area data per district resulted in three 
regional clusters with cluster 0 (not densely populated), cluster 1 (medium 
population density), and cluster 2 (densely populated). These results can be used 
as reference material and recommendations for stakeholders in decision making in 
managing the distribution of population in the DKI Jakarta area as well as 
population management in general. The policies made are expected to support the 
equitable distribution of the population can be made based on the results of this 
analysis, besides that it is also expected to support other aspects of population 
management. 
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