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Abstract 
 

Employee turnover refers to the replacement of employees within an organization, which 
can lead to losses such as recruitment costs and decreased productivity. Predicting turnover 
is crucial for companies to anticipate and take appropriate actions to retain potential 
employees. This study aims to optimize the employee turnover prediction model by 
integrating hash encoding techniques and machine learning. The dataset used in this study 
is an open-source dataset obtained from Kaggle dataset. It consists of 14,994 rows and 10 
columns (features) representing employee-related information such as satisfaction level, 
evaluation score, number of projects, average monthly hours, and whether the employee 
left the company. Among these features, some are of object data type. Since machine 
learning algorithms generally cannot work directly with object-type features, the use of hash 
encoding is proposed. This technique converts object-type data into numerical data. It is 
part of the preprocessing stage, aiming to reduce memory usage, speed up data 
preprocessing, and improve model performance. After preprocessing is completed, the 
prediction model is trained using the Random Forest algorithm to predict employee 
turnover. The evaluation is conducted using accuracy, recall, precision, and F1-score 
metrics, which yielded results of 0.988, 0.961, 0.988, and 0.974, respectively. These results 
indicate that the integration of hash encoding techniques and machine learning can produce 
a well-performing model for predicting employee turnover. 
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1. INTRODUCTION  
 
Turnover is a term used in human resource management to describe the 
replacement of employees within an organization [1]. The turnover rate can be 
measured by the number of employees who voluntarily leave a company within a 
certain period [2]. A high turnover rate is generally considered problematic, as it 
can lead to significant losses for the company [3]. With a high turnover rate, the 
company is required to find replacement employees to ensure smooth operations 
and maintain workflow continuity. Moreover, high turnover may result in a loss of 
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knowledge and skills that are difficult for new employees to immediately replace. 
Consequently, work processes and team performance can be disrupted, ultimately 
affecting the company’s overall productivity [4]. Therefore, predicting employee 
turnover is crucial, enabling companies to anticipate spikes in turnover and take 
appropriate steps to retain valuable employees. 
 
Number of studies have been conducted to control employee turnover rates 
through analytical approaches using machine learning algorithms. One notable 
study in this context [5] compared the performance of several machine learning 
algorithms and found that Logistic Regression achieved the highest accuracy of 
87.71%. A similar study was conducted by [6], who compared various machine 
learning algorithms for the same objective, with the best result obtained from the 
K-Nearest Neighbor algorithm, which achieved 84% accuracy after preprocessing 
with One-Hot Encoding. Additionally, a Principal Component Analysis (PCA)-
based approach for feature dimensionality reduction, followed by training using a 
Support Vector Machine (SVM), was applied by [7], achieving a model accuracy of 
95.1%.  
 
On the other hand, an innovative approach by [8] converted tabular data into 
knowledge graphs and attained an accuracy of 92.5%. Meanwhile, [9] presented an 
advanced predictive approach to assessing turnover intentions among new 
employees using Logistic Regression, K-Nearest Neighbor, and Extreme Gradient 
Boosting (XGB) algorithms, based on data from university graduates in South 
Korea. They found that XGB delivered the highest accuracy of 78.5% and revealed 
that traditional factors such as workload and major-field fit were no longer 
significant predictors, while job security emerged as the most important factor 
influencing turnover intention. While these studies demonstrate the potential of 
various machine learning algorithms in predicting turnover, most of them rely on 
traditional encoding techniques such as One-Hot Encoding or Label Encoding, 
which may not perform efficiently when handling categorical features with high 
cardinality.  
 
These approaches often lead to increased dimensionality, resulting in higher 
memory consumption and potential model overfitting. Moreover, although some 
studies have employed dimensionality reduction methods like PCA, they may lose 
interpretability and fail to preserve essential relationships within the data. 
Furthermore, limited research has explored the effectiveness of hash encoding—
an efficient method for handling categorical features with large numbers of unique 
values in the context of turnover prediction. This indicates a gap in the existing 
literature regarding preprocessing strategies that balance model performance, 
efficiency, and scalability. 
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This study aims to implement a supervised learning machine learning algorithm to 
detect early signs of potential employee turnover based on data with specific 
characteristics. Supervised learning in machine learning algorithms is a method that 
enables machines to learn by identifying data patterns to predict future events [10]. 
This makes machine learning a reliable method for identifying turnover potential, 
allowing companies to be more proactive in taking strategic steps to retain 
employees. However, machine learning algorithms cannot directly work with 
object-type data, so an encoding process is required to convert such data into 
numerical types before modelling can be performed. In this study, the encoding 
process is carried out using the hashing method to convert object-type data into 
numerical data. This method is chosen due to its ability to efficiently handle data 
with many unique categories without adding excessive feature load to the model. 
After the encoding process, the data is trained using an ensemble learning 
algorithm, which is known for its capability to combine predictions from multiple 
base models to improve prediction accuracy and stability [11]. This approach is 
expected to capture complex relationships between features while also reducing 
the risk of overfitting in high-dimensional datasets. 
 
2. METHODS 
 
The approach used in this study is classification-based, as the target variable in the 
dataset is discrete, specifically, the employee turnover status (yes or no). The 
objective of this research is to predict whether an employee will leave the company 
or remain employed based on relevant features. One of the challenges in this 
process is the presence of categorical features in the dataset, which cannot be 
directly used in machine learning algorithms. To address this issue, this study 
proposes the use of hash encoding as a technique for encoding categorical features. 
Hash encoding is expected to improve prediction accuracy by creating more 
efficient numerical representations and preserving the informational integrity 
between categories. This approach is chosen because hash encoding can handle 
datasets with diverse categories without significantly increasing the dataset's 
dimensionality, as often occurs with one-hot encoding [12]. Furthermore, hash 
encoding offers faster computation and helps prevent overfitting, enabling the 
model to be trained more efficiently and yield more accurate results. 
 

 
Figure 1. Block Diagram of Predictive Analysis Model 
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2.1. Exploratory Data Analysis and Preprocessing 
 
Exploratory Data Analysis (EDA) is the initial process in data analysis aimed at 
understanding the structure, patterns, and characteristics of the data before 
proceeding to the modeling or further analysis stage [13]. Through EDA, 
anomalies, hidden patterns, relationships between variables, and potential issues 
within the data can be identified. Following this exploratory stage, the process 
continues with preprocessing, which consists of a series of steps to prepare and 
clean the data for use in analysis or model development. The purpose of 
preprocessing is to improve data quality and ensure that the data can be optimally 
processed by machine learning algorithms [14]. 
 
2.1.1.  Feature Encoding 
 
In machine learning model development, most algorithms cannot work directly 
with categorical data, as they are designed to process numerical inputs. Therefore, 
a feature encoding process is performed to convert categorical data into numerical 
representations that can be interpreted by the model [15]. This step is crucial to 
ensure that the learning algorithms can effectively extract patterns and 
relationships from the data during the training phase. In this study, there are two 
categorical columns, namely the "Salary" and "Department" columns, each 
containing several unique categories. To address this, an encoding approach is 
applied that takes into account the meaning and the number of classes of each 
categorical feature. One such technique employed is hash encoding, a method that 
uses a hash function to map unique categories into fixed-size numerical 
representations in the form of vectors [16]. Unlike one-hot encoding, which can 
significantly increase the dimensionality of a dataset when the number of categories 
is large, hash encoding limits the number of encoded columns to a specified size, 
known as the “hashing space.” This technique is particularly useful when working 
with datasets that contain a large number of unique categories, as hash encoding 
can handle them without drastically increasing the data's dimensionality.  
 
The hashing process works by taking a categorical value and applying it to a hash 
function, which then produces a numerical value based on the defined hashing 
space [17]. Although hash encoding is more efficient in terms of computation and 
storage, it does have the potential for “collisions,” where two different categories 
are mapped to the same hash value. However, with a sufficiently large hashing 
space, the impact of these collisions is generally negligible. Hash encoding is 
especially valuable in scenarios involving large categorical datasets or continuously 
growing data [18]. Fundamentally, the main goal of hashing is to generate a unique 
numerical value for each element. This process involves bit manipulation, modulus 
division, and other techniques to ensure a relatively unique and fast hash result 
with two main characteristics: determinism and uniform distribution. Determinism 
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refers to the property of hash encoding that always produces the same output for 
the same input. On the other hand, uniform distribution ensures that the values 
generated from different inputs are evenly spread across the hash space. 
 

							 y=x ⊕	k	 	 	 	 	 (1)	
 
Where ⊕	represents the XOR operation. This operation is commonly used in 
many hashing algorithms to distribute data more evenly. 

 	
h(x)=(∑ ASCII(xi).pi-1) mod Nn

i=1     (2) 
 
Where : 
ASCII  : ASCII value from 𝑥! character 
p     : Basic for Polynomial 
N     : The modulus value is used to constrain the hash values within a specific    
              range. 

 
2.1.2. Normalization 
 
Normalization is a data preprocessing process aimed at transforming feature values 
in a dataset into the same scale or a specific range, such as 0 to 1. The goal is to 
ensure that each feature carries equal weight during the modeling process, 
especially for machine learning algorithms that are sensitive to scale differences 
between features [19]. With normalization, the model can more easily learn from 
the data, as features with large scales will not dominate those with smaller scales. 
Normalization can also improve model performance and convergence speed, as 
well as prevent bias in predictions [20]. One of the most popular normalization 
methods is the Min-Max Scaler, which transforms feature values into a range 
between 0 and 1. 
 

x(= x-xmin
xmax-xmin

     (3) 
 

2.1.3.  Data Partitioning 
 
Data Partitioning is a critical step in the machine learning model development 
process to ensure that the resulting model performs well and can generalize to new, 
unseen data. In this study, the dataset is divided into three subsets: 80% for 
training, 10% for validation, and 10% for testing. The training set is used to train 
the model by allowing it to learn patterns and relationships from the data. The 
validation set is utilized during the model development phase to fine-tune 
hyperparameters, compare different models, and monitor performance, helping to 
prevent overfitting and ensure that the model generalizes well. The testing set, on 



Journal of Information Systems and Informatics 
Vol. 7, No. 2, June 2025 

p-ISSN: 2656-5935 http://journal-isi.org/index.php/isi e-ISSN: 2656-4882 

 

1864 | Integration of Hash Encoding Technique with Machine Learning for Employee ..... 

the other hand, is kept completely separate and is only used for the final evaluation 
of the model. It provides an unbiased estimate of the model's real-world 
performance on previously unseen data [21]. This three-way data partitioning 
strategy ensures that the model is trained effectively, tuned accurately, and 
evaluated fairly, leading to more robust and reliable predictive performance. 
 
2.2. Modeling 
 
Modeling is a stage in the machine learning process where the model is built, 
trained, and evaluated using a previously processed dataset [22]. In this stage, 
machine learning algorithms are applied to learn patterns in the data, with the goal 
of generating predictions or making decisions based on new data. This stage 
involves several steps, including selecting an appropriate algorithm based on the 
type of data and problem at hand, as well as training the model with 
hyperparameter optimization.  
 
This study employs the Random Forest algorithm, which is an ensemble of weak 
learners—specifically, decision trees. The algorithm works by constructing 
multiple decision trees during the training process and combining their outputs to 
improve prediction accuracy and reduce the risk of overfitting [23]. A large number 
of decision trees are built using subsets of the data that are randomly sampled with 
replacement through the bootstrap sampling technique. Each decision tree is 
trained on a different subset of the data and, at each splitting step, is influenced 
only by a random subset of the available features [24]. In classification tasks, each 
decision tree in the random forest outputs a class prediction. The final prediction 
for class C for a given dataset X is determined by majority vote from all the 
individual decision trees [25]. 
 

ŷ=majority_vote(∑ ht(X)T
t=1 )    (4) 

 
 

3. RESULTS AND DISCUSSION 
 
This section will explain the results and discussion divided into three main parts. 
The first part discusses the results and discussion of the Exploratory Data Analysis 
(EDA) stage, the second part covers the results and discussion of the data 
preprocessing stage, and the final part addresses the results and discussion of the 
model performance after training and evaluation. 
 
Model evaluation aims to measure the model’s performance in making predictions 
on new data. This evaluation stage is conducted after the model has been trained 
using training data and tested on separate testing or validation data. Model 
evaluation is essential to ensure that the developed model has good generalization 
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ability and does not overfit the training data. Various evaluation metrics are used, 
depending on the objectives and the type of problem, to objectively assess the 
model’s performance. 
 
3.1. Exploratory Data Analysis 
 
In this study, bivariate and multivariate analyses were conducted to explore 
the relationships between variables and to understand the underlying 
patterns in the data. The bivariate analysis used violin plots to examine the 
relationship between numerical features and the target variable. This 
approach allows us to understand the distribution patterns and variability 
within each target category, providing insights into whether the feature 
distributions differ significantly across the target categories. Figure 2 
illustrate Bivariate Analysis Visualization. 
 

 
Figure 2. Bivariate Analysis Visualization 

 
On the other hand, for the multivariate analysis, this study uses a correlation 
heatmap to visualize the relationships among numerical features in the dataset. 
This allows us to identify which features have a high correlation with the target 
variable or with other features. A high correlation between two features may 
indicate a strong linear relationship, while a low or zero correlation suggests no 
significant relationship. The strength and direction of the linear relationship 
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between two numerical variables X and y is typically quantified using the Pearson 
correlation coefficient r. 
 

 
Figure 3. Multivariate Analysis Visualization 

 
 

rXY= ∑ (Xi-X#)(Yi-Y#)n
i=1

$∑ (Xi-X# )2n
i=1 $∑ (Yi-Y#)2n

i=1

	    (5) 

 
By visualizing these coefficients in a heatmap, multicollinearity issues among 
independent variables can be quickly detected, and predictors that have the 
strongest linear association with the target variable can be identified, which is 
particularly useful for feature selection and dimensionality reduction. In addition, 
a bar plot was used to analyse the class balance of the target variable. This analysis 
helps to determine the distribution of sample counts across each target class. The 
results of this analysis are then used to design an optimal data preprocessing 
strategy, such as handling multicollinearity, feature selection, or variable 
transformation, in order to improve the performance of the employee turnover 
prediction model. 
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Figure 4. Class Distribution of the Target Feature 

 
3.2. Preprocessing 
 
In this study, four preprocessing steps were carried out: feature encoding, 
normalization, data partitioning, and data balancing. Each approach was tailored 
to suit the dataset and the objectives of the study. For feature encoding, hash 
encoding was applied to several categorical features such as "Gender", 
"MaritalStatus", "Travelling", "Vertical", "EducationField", "Role", and 
"OverTime", all of which originally contained string or object-type values. This 
technique converts each category into an integer within a predefined range using 
Python’s hash() function combined with modulus division, specifically through the 
operation hash(x) % 100, to constrain the values within the range of 0–99. Hash 
encoding is particularly effective in managing high-cardinality categorical variables 
and in preventing the dimensional explosion commonly caused by One Hot 
Encoding. While this method introduces the possibility of collisions—where 
different categories may be mapped to the same value—the risk can be minimized 
by selecting a sufficiently large hash space. In return, it offers considerable benefits 
in memory efficiency and computational speed. Moreover, hash encoding is 
deterministic, ensuring that the same input value will always yield the same encoded 
output across different phases of model development, including training and 
inference. In addition, Label Encoding was used for the "Salary" feature, which 
comprises ordinal categories: "Low", "Medium", and "High". This method 
preserves the intrinsic order of the categories, allowing the algorithm to recognize 
that "High" ranks above "Medium", and "Medium" ranks above "Low". Such 
encoding is especially suitable for tree-based models or algorithms that can exploit 
ordinal relationships to improve prediction accuracy. 
 
An additional categorical feature, "Department", which consists of 10 unique 
categories, was also encoded using hash encoding. Compared to One Hot 
Encoding, which would have resulted in 10 additional binary columns, hash 
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encoding reduced feature dimensionality, minimized the risk of the curse of 
dimensionality, and enhanced computational efficiency. The transformed features 
were then visualized using kernel density plots to examine how each encoding 
method affected the distribution of the data. This step was important to assess 
whether encoding introduced distortions or preserved meaningful patterns for 
model training. The hash-encoded variables showed reasonably uniform 
distributions across their hash space, confirming their readiness for modeling 
without significant bias. 
 

 
Figure 5. Data Distribution After Encoding the “Department” Feature 

 
In this study, the number of features before and after encoding remained the same 
for both encoding techniques used. This indicates that the encoding process was 
applied correctly, without causing any changes to the number of columns in the 
dataset. In other words, the information was preserved and no feature 
representations were lost after encoding, which is a crucial step before proceeding 
to the modeling stage. 
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Figure 6. Data Distribution After Encoding the “Salary” Feature 

 
 
Following the encoding process, addressing the class distribution imbalance 
became the next important step. This imbalance can affect the performance of 
machine learning models, especially in recognizing the minority class. To overcome 
this issue, a data balancing process was carried out using the oversampling 
technique. This technique works by increasing the number of samples in the 
minority class until it reaches a balanced proportion with the majority class. The 
goal is to enable the model to learn fairly from both classes, thereby improving 
predictive performance and reducing bias toward the majority class. 
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Figure 7. Visualization of Class Distribution Before and After Applying the 

SMOTE Approach 
 
The visualization above represents the successful balancing of data using the 
SMOTE algorithm by increasing the number of samples in the minority class. 
Initially, the minority class had 2,852 samples, which were then synthetically 
augmented to 9,143 samples. This synthetic data generation was performed after 
the data partitioning step, and only on the training data. Once the samples in the 
target class were balanced, the dataset was considered ready to be modeled using 
machine learning algorithms. A dataset with a balanced target class is expected to 
produce a model with good generalization ability by reducing the likelihood of bias 
caused by the model underearning from the minority class. 
 
3.3. Model Performance 
 
The model performance in this study was evaluated using classification 
performance metrics. Four performance metrics were calculated: accuracy, recall, 
precision, and F1-score. Among these classification metrics, two main metrics were 
selected as key indicators of the model’s success: accuracy and recall. These two 
metrics were chosen due to their relevance to the study’s objectives. The other 
performance metrics were used to assess the balance between positive and negative 
classes and to provide a more comprehensive overview of the overall model 
quality. 
 
Accuracy measures the percentage of correct predictions out of the total number 
of predictions made by the model. On the other hand, recall focuses on minimizing 
false negatives. This metric is suitable for predicting employee turnover because 
false negatives have a significant impact in this context. A false negative occurs 
when the model incorrectly predicts that an employee will not leave, while in 
reality, the employee does leave. Such a prediction prevents the company from 
taking preventive measures to retain employees at risk of leaving. 
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Tabel 1. Model Peerformance 
Metrics Model Performance 
Accuracy 0.988 

Recall 0.961 
Precision 0.988 
F1-Score 0.974 

 
The results in Table 1 demonstrate the robustness of the model, which integrated 
the hash encoding technique with a machine learning classifier. The model 
achieved a high accuracy of 98.8%, indicating strong overall performance. More 
importantly, the recall score of 96.1% highlights the model’s ability to effectively 
identify employees who are likely to leave. Furthermore, the precision score of 
98.8% suggests that the employees predicted to leave by the model are indeed likely 
to leave, minimizing false positives. This balance between recall and precision is 
summarized by the F1-score of 97.4%, indicating a high level of consistency 
between the two and confirming that the model performs reliably across both 
positive and negative classes. 
 
3.4. Discussion 
 
This study aimed to develop a robust machine learning model for predicting 
employee turnover using a well-structured approach comprising Exploratory Data 
Analysis (EDA), comprehensive data preprocessing, and rigorous model 
evaluation. The discussion section integrates findings from these three stages to 
demonstrate how each contributed to the model’s high performance, providing 
valuable insights for future applications and organizational decision-making. 
 
1) Exploratory Data Analysis (EDA): Uncovering Hidden Patterns 
 
The EDA phase was instrumental in laying the foundation for subsequent 
preprocessing and modeling. Bivariate analysis using violin plots revealed 
meaningful differences in the distributions of several numerical features across 
target categories. This visualization method effectively highlighted how specific 
features like monthly income, years at company, and age could influence employee 
turnover tendencies. The patterns observed indicated a skew in certain variables 
among employees who left, suggesting these features hold predictive power. For 
instance, employees who had either just joined or had stayed for many years 
showed different turnover trends, possibly pointing to dissatisfaction at early or 
late career stages. 
 
Multivariate analysis, through correlation heatmaps, added another layer of 
understanding by identifying inter-feature relationships. The Pearson correlation 
coefficient made it possible to detect multicollinearity—an issue that can dilute the 
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predictive power of models if not addressed. Highly correlated features such as 
"TotalWorkingYears" and "YearsAtCompany" required careful handling to avoid 
redundancy. Additionally, the correlation of certain features with the target variable 
offered insights into which predictors were most influential for turnover, guiding 
feature selection in the modeling phase. 
 
One important takeaway from EDA was the imbalance in the target class 
distribution. Figure 4 clearly showed a disproportionate number of retained versus 
departed employees, a common occurrence in employee attrition datasets. 
Recognizing this early allowed for strategic planning in the data preprocessing stage 
to ensure the model would not be biased towards the majority class. 
 
2) Preprocessing: Transforming Data for Effective Modeling 
 
The preprocessing phase tackled multiple challenges using efficient and tailored 
solutions. The adoption of hash encoding for high-cardinality categorical features 
proved to be a pragmatic choice. Unlike traditional one-hot encoding, hash 
encoding significantly reduced dimensionality and preserved memory and 
computational efficiency without compromising the interpretability of the model. 
Despite the possibility of hash collisions, selecting a sufficiently large hash space 
mitigated the risks, ensuring reliable feature representation across model training 
and inference stages. 
 
The label encoding of ordinal features such as "Salary" was another strategic move. 
It preserved the intrinsic order among categories—crucial for models that consider 
the ordinal nature of features during split decisions or weight calculations. This 
encoding ensured that higher salaries were recognized as superior to medium or 
low ones, thereby maintaining semantic integrity. Moreover, visualizations of the 
encoded features using kernel density plots confirmed that the transformations 
preserved data distribution. This step, often overlooked, validated the reliability of 
the encoded inputs and confirmed that preprocessing had not introduced 
distortions, which can significantly affect model outcomes. 
 
Addressing class imbalance was perhaps the most impactful preprocessing step. 
Using SMOTE (Synthetic Minority Oversampling Technique), the study 
synthetically increased the representation of the minority class to ensure balanced 
learning. This approach eliminated the skew in class representation, allowing the 
model to learn equally from both classes and significantly improving its 
generalization capability. The visualization of class distribution before and after 
applying SMOTE (Figure 7) clearly demonstrated the success of this approach, 
with the minority class growing from 2,852 to 9,143 samples. Importantly, this 
synthetic generation was applied post-split and only to the training data, ensuring 
that model evaluation remained unbiased. 
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3) Model Performance: Measuring Predictive Success 
 
The final model, powered by the preprocessing strategies and trained on a balanced 
dataset, exhibited exceptional performance across all key metrics. Achieving an 
accuracy of 98.8% reflects the model’s ability to make correct predictions in almost 
all cases. However, the emphasis on recall (96.1%) is particularly important in the 
context of employee turnover. Recall measures the model’s ability to correctly 
identify employees who are likely to leave—a critical aspect for human resource 
departments aiming to implement retention strategies. Missing a potential leaver 
(false negative) could mean a lost opportunity to intervene and retain valuable 
talent.  
 
High precision (98.8%) complements the strong recall, indicating that the 
employees flagged as potential leavers by the model are highly likely to actually 
leave. This minimizes false positives, ensuring that retention efforts are focused on 
the right individuals without unnecessary resource expenditure. The F1-score of 
97.4%, a harmonic mean of precision and recall, underscores the model’s balance 
and consistency. 
 
The effectiveness of the model can be attributed to the synergy between thoughtful 
preprocessing and model selection. By transforming categorical variables 
appropriately, managing dimensionality, and addressing class imbalance, the study 
ensured that the model could learn effectively from the data. Additionally, the use 
of robust evaluation metrics ensured that the model’s performance was thoroughly 
validated, not just in terms of accuracy, but also in terms of meaningful predictions 
that support actionable insights. 
 
4. CONCLUSION 
 
This study successfully demonstrates that the integration of hash encoding 
techniques with machine learning algorithms, particularly Random Forest, can be 
effectively used to predict employee turnover. Hash encoding efficiently addresses 
the limitations of handling categorical features in machine learning algorithms 
without significantly increasing data dimensionality, as often occurs with one-hot 
encoding. The findings indicate that the use of hash encoding not only accelerates 
the data preprocessing stage and conserves memory, but also enhances the 
predictive model's performance in the context of human resource management, 
especially in anticipating potential turnover. Therefore, this approach is worth 
considering as an alternative solution for developing a reliable and efficient 
employee prediction system. 
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